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Abstract. The courseware complexity selection is one 

of the most difficult factors, of an intelligent applica-

tion engine development. An individual application 
starting level selection allows setting the most ade-

quate application structure, to the users' expectations. 

What is more this structure allows dynamically con-
trol the application in time it is used.  

The application description units and their control-

ling techniques are bounding the data base compo-
nents into individual composition of the course.  

The paper introduces various aspects of distance 
learning resources development, fulfilling these de-

manding assumptions.  

Keywords. LMS,  ITS, e-learning, MAMS.

1. Introduction 

The electronic courses structure and organisation 

were defined by various specifications and they 

are controlled by Learning Management Systems 

(LMS), in frames of these theories and standard 

unifications [1][4][6][7]. The training applica-

tions (e-content) are developed in fundamentals 

of various theories [3][8] based on different 

forms: linear paths, branched trees, blocks and 

sequences, complex graphs. 

The training courseware consists of funda-

mental units called frames or Sharable Content 

Objects (the smallest organisation data-unit) [5]. 

The application current path selection proceeds 

in accordance with the scheme, introduced by 

block diagram in Fig. 1. 

The user interface distinguishes the starting 

values for an application [9] and further interac-

tions for the application control. Alternative so-

lution uses several introductory questions (pre-

tests) that set the data of the courseware; 

according to the user knowledge level [9]. 

Majority of the LMS units [10][11][12][13] 

estimate the knowledge by simple measures ex-

pressed in percentage form 0% to 100% from 

single or multiple choice answers. 

For simple evidences the single or multiple 

choice and single fill-up format are satisfying for 

electronic training systems users. However one 

can find many examples where these data-

recording models are not satisfying at all. The 

presentation frame expresses more sophisticated 

content where traditional interactions are not 

effective enough for defining the user knowl-

edge. Moreover several evaluation algorithms are 

implemented for the user’s interactions analysis.  

In Fig. 2 simple interactions script based al-

gorithm, with the answers evaluations, was in-

troduced [2]. 

Calculation assigns the application unit work-

ing for evaluation of the user’s interactions feed-

back. The obtained results fulfil the assumed 

requirements for presentation content and for the 

application repetition [14].  

The application frame mode is set to one – for 

still active frames and to zero for lessons ex-

cluded for current presentation. The frames mode 

is set in the selection module.

The paper is dealing with reliability of 

evaluation methods with multiple classes of the 

answers classification; used as a quality control 

algorithm for new solutions. The block diagram 

presented in Fig. 3 introduces a proposal for 

more complex evaluation procedure of user’s 

interactions. The extended structure of the 

evaluation algorithm (assigned by A) uses the 

knowledge database content for the classification 

criterions development.
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The control unit was applied in Multimedia 

Applications Management Shell (MAMS) in its 

control layer [2][3]. 

The application controlling data assigns per-

sonalisation characteristic features. The lesson 

structure is constructed on the knowledge data 

record. The algorithm discussed in this paper 

modifies the application controlling processes, 

including additional personal abilities of the user. 

The lesson is constructed by data from the user 

script interface supported by weight modifiers 

added to the data units. They assign current 

knowledge level of the user.

The knowledge database structure is divided 

into the objects classes: 

- Users; with their profiles (abilities and skills), 

- E-content; with the frames identifiers,  

- Terms; defining knowledge descriptors.  

Two types of the classes are available in ma-

jority of learning process controllers (manage-

ment systems - LMS). The paper discusses the 

characteristic features of the classes, with addi-

tional descriptors (Fig. 3), complementing the so 

called Intelligent Tutoring Systems (ITS). This 

way an automatic tutoring machine was offered.  

The value of feature relation with object is 

described by F function, which distinct mutual 

relation of database elements within one or two 

layers. The integrity of structure is achieved by 

relation shown on fig. 4. The above relations 

require graphs assignments that allows define 

links between data single units (frames) and 

more complex structures of the applications, as 

lessons and courses.

The graph description gives more design 

freedom to course composition and complements 

the tree structures at the same time (used for e.g. 

in SCORM - well known standard applications 

[4]). The solution contains semantic description, 

available in majority of thesauruses and sylla-

buses; based on RDF [26] (Resource Description 

Framework) and TESE [15] (Thesaurus of Euro-

pean Search Engine) none similar relations.  

The directed multigraph [16][17][18] was 

used for the application structure definition:  

G = (V, E) (1)

where:
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, is a set of edges describing 

the relations and their func-

tions (F).

},...,,{ 21 neeeE

The vertices of the directed multigraph are 

divided into three separate sets, according to the 

defined layers (L):  

V = R  T  U (2)

UTURTR
(3)

where:

R - defines the finite set of objects representing 

single e-content (frames) of the application: 

R= {r1,r2,….,rk}

T - defines the finite set of objects; in the frames 

described by a semi-natural language: 

T= {t1,t2,….,tm}

U - is the finite set of objects, representing users:  

U = {u1,u2, …,un}

The layers R, T, U of the graph:  

(4)
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where:

vi - the object (vertices) in the L layer, 

L  - distinct layer of objects and features, 

CL  - the L layer of finite set of attributes, 

L

F

cP  - the set of layers attributes values,  
V - the default function, assigning the value 

pcj of objects vi and feature cj,

- quality function, influence on evaluation 

and lesson selection process (default = 1) 

of specified feature. 

Each layer is described by number of standard-

ised features, where its values are defined as:  
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The equation (5) is used when the maximal value 

of function is defined. Otherwise, based on series 

of results for given feature, the maximal value is 

selected (equation 6). Function returns the value 

within the range [0,1]. The definition is simpli-

fied to the following equation (7).  

(7)
]1,0[::, CC

V

LLj ppCVFCc

The multi-graph assigns an edge for the or-

dered pair of vertices: 

(8)
VVeG i:

Relation of Cartesian square product of the 

layer is called internal relation otherwise it is an 

external one. Edges (9) are defined similarly as 

the layer: 

(9)
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''' LLE  -edge for an ordered pair of vertices, 

FE -default function, assigning value pcj for 

edge ei and feature cj,

'''xLL
C  -finite set of features (attributes) for Car-

tesian product (layers L’xL’’), 

'''xLLCP -values set for distinct attributes. Values 

are within the range [0,1],  

-quality function, defines evaluation re-

sults for the lesson selection (de-

fault=1).

Both functions, FV and FE are the Cartesian 

products. Equation 6 expresses the functions 

generalisation procedure: 
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Function FE (representation of  FV) for two dif-

ferent objects is undefined (empty set) and for 

the same objects (vi = vj) is returning the value FV

for vi vertice. The range ([0,1]) of the function 

values, simplifies the fuzzy understanding con-

clusions algorithms. 

2. The characteristic features defini-

tion with their functions 

2.1 The layer T description in semi-

natural language 

The T layer features were defined by in this 

works; for RDF standard [26] implementation 

[20][21]. Terms layer (T) was defined using the 

semi-language word syntaxes:  

- root, is a base of the word without prefix or 

suffix,

- prefix is predicting the root,  

- suffix is the root end, 

- function it is a pre-defined word type, in the 

specified language, 



- abstraction level is based interpreted by the 

author’s grade, 

- description contains the information unit ex-

pressing the type, content or additional descrip-

tion units (not evaluated) - Fdescrition=0.

The T features are words, with syntactic algo-

rithm, matching the given word with comparison 

patterns in Polish and English languages.  

Relations within T are extracted from the the-

sauruses and from the syllabuses specifications 

[26][15] with the following relations: Previous, 

Next, IsPartOf, Has Part, IsBasisFor, Requires, 

IsRequiredBy, Broader, Narrower, Related, Use; 

synonym of an object.  

Values of the above features are defined by 

an expert or they are imported into the applica-

tion database from thesauruses or syllabuses:   

)(':0

)(:1
:

ECexisttdon

ECexist
CEF

(11)

and

),(':0

),(:
:

pECexisttdon

pECexistp
CEF

(12)

where:

EC  -the given feature edge, 

p -weight of the relation defined by the 

thesaurus.

T layer allows us defining the key idea of the 

lesson. Next step is connections finding of layers 

with application’s frames (layer R): Possesses 

the application Part, Requires the unit, Broader, 

Narrower.

The T layer defines the fundamental structure 

of the application. The example layer was intro-

duced in Fig. 5.  

2.2 Layer R – the frame library 

The frame R contains the application part - fun-

damental unit: 

- the frame identifier, 

- evaluation methods, 

- linking the application into one structure (layers 

T and U). 

The paper is concentrated onto evaluation 

methods and features, defining quality measures. 

[1][2][3][14].  

Evaluation methods that concern the operator 

functions ( ):
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where:

cj - evaluation of j feature, 
1 , n  - operator function family: one- or  

multi–argument.  

s - sequence for given feature, 

B - values sequence for operator function, 

P - 1 , n  function range.  

Defined solution uses one–argument operators 

(1 ) as evaluation tool for separate element of 

sequence s. Products of interaction sequence is 

evaluated using n-argument operators (n ).  N-

argument operators evaluate mutual dependences 

between answer sequences. Fig. 6 presents 

frames evaluation process. 

The user answers (s) are returned into the 

evaluation unit – strings unit analysis. However 

the binary data representation (by graphic or 

voice modulation) is also accepted. The data 

sequence s belongs to the sequence: 

s = <s1, s2, s3, …, sn>,

where variables of the sequences (fields) s are 

separated by ss separation mark. Every field si is 

defined as: 

si = <z1 z2 … zi … >

where:

zi -- any character or number in a text form. If 

binary value is returned, it is preceded by sz sepa-

ration mark. For binary data si is given by syn-

taxes:

si = < szz1 z2 … zi …>

The answer sequence is evaluated by composi-

tion of the evaluation functions.  

The MAMS + QRU[27] use one-argument 

operators, by the relation: 

(14)
':1 PBSj

where:

B - values of evaluation parameters, 

S - a value of answers sequence, 

P’ - classification results. 
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Operators are based on the MAMS imple-

mentation engine functions [14], with operators: 

- identity; for returned values standardisation, 

- compare; for measure equality definition,  

(Knuth–Morris–Pratt [16]), 

- default, for standard evaluation value. 

The classical solution gave us one drawback 

only. It considered every answer field si as the 

independent one, from other field’s sj where j i:

)(
)(
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)(,,,, i

j

ij

jijiji sP
sP

ssP
ssPijSsSsss

(15)

where:

P - is probability defining mutual correlation of 

results sj and si.

The author’s improvement of the MAMS plat-

forms for n-argument operators rejected these 

restriction limits. The n-argument operator estab-

lishes mutual co-relations within the values of 

separate answers fields (operator based on equa-

tion 13), as:  

(16)j

n PcBPPP '...'':

It is possible to overpass the one-argument op-

erator evaluation processes by using 1
^ opera-

tor. The operator n , provides several tools: logi-

cal conjunction (and, or), statistics, time meas-

ures, etc. 

(17)j

n PcBS:

The implemented measures allow evaluating 

the not exactly defined values. Moreover new 

operators can be added into the system dynami-

cally. Values returned from the features func-

tions (F): {p1, p2, p3, p4, p5,…, pn}, are taken 

under account while defining overall grade fea-

ture; evaluated as: 

n
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i

i
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1
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(18)

The static measures, defined above, describe 

interaction process within single frame. The dy-

namic evaluation features define data sequences 

based on a static set of the features; dci is based 

on rn and rn-1 frame ci feature value (Fig. 7).  

The dynamic features values calculations of 

the frame rn:

1. any new ci data for the frame rn available? – if 

not, stop the application, if it exist, fetch new 

value pn of the ci,

2. fetch the value pn–1 of the ci, of the previous 

rn–1 frame (default setting: pn–1=0),

3. find the difference:  

 p = |pn–pn–1|,



4. find the function:

(19),

new value for the feature 
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i
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5. enter these new relations into the application 

structure; E(rn–1, rn)=
i

d c
F ,

6. return to the step 1.  

Figure 7. Dynamic relation within R

The interactions results – given by functions 

and assigned to U and R layers, defined for fea-

tures cj C:

)(),(
ij ucjiuserj sFcuFCc (20)

The layer R defines the frame’s presentation 

unit as well as the evaluation features.

Integration of the R with T layers defines key 

relation for the cognitive result definition.   

2.3 The user’s U layer 

The users layer (U) defines the data record; 

with its preference and abilities; based on big 

number of the research works [1][2][3][9]. First 

two: the User type (TUs) and knowledge level 

(WOu) defines the main user’s profile; by the 

function values: 

(21),
student:0.1

teacher:0.6

expert:0.99

SWOF

The profile features are generated based on sta-

tistics. The most representative mean values 

were extracted from the system: 

- grade arithmetic mean,  

- grade geometric mean, illustration of increasing 

user’s knowledge, 

- dominant feature, showing the most frequent 

user grade, 

- quartile, first and third, for the grade distribu-

tion

As well as variety of additional measurements: 

- variety domain, shows the results reliability, 

- variance that shows the average knowledge 

deviation,

- asymmetric and concentration measures, as-

signing the user’s abilities to drive into lower or 

higher grades. 

Function F for statistical operation is given by 

the operator:  

cPCEF

RUE

: (22)                   rn                              rn+1RxR 

rn

rn+1
FCi (E’)=p1

FCi(E’’)=p2

Lesson path 

EdCi (rn,rn–1)=rel(pn/pn–1)

Relation is 
defined within 

one static 
feature.

The user’s profile is valuable data for the evalua-

tion; features TUS  and OWU contain reliability 

values –verification measures. 

3. The application controlling unit 

Next step of the interactive engine development 

concerns the lesson structure appropriate defini-

tion in accordance with the user’s U layer-

characteristics. The implementation concerns 

term tj and user ui (Fig. 8):   

))(max( ijc utF
grade (23)

The learning strategy definition 

The features for the user’s fuzzifying reasoning 

procedure [22], reduce the extend set of the data 

performed by filters cutting relations between 

users’ and lessons. Methodological model classi-

fies the features modifying their weights ( ). The 

application controlling sequence (H=<h1,

h2,…,hn>) are processed by a second block

The lesson structure definition 

The unit defines types of graph-operations 

need for the lesson structure definition: 

- sum: ),( 212121 EEVVGGGsum
(24),

- multiplication: (25),),( 212121 EEVVGGGmulti

- –cut, for all vertices, at least one edge value is 

grater than  : ))(,': '''xVVicut EFVvG (26),

- sub-graph , the graph relation of the de-

fined feature: 

)( C

):,: CEFEeGsubgraph
(27),

- shortest path algorithm; based on Dijkstra [16] , 

- extended path algorithm, 

- maximal flow algorithm, based on Ford–

Fulkerson algorithm [18]. 

The system allows using the lesson function-

ality definition. The schemes were defined, based 

on methodology for lesson and course.  
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where:

OG - set of graph operator, 

EL - sub graph of G’ graph,  

H - controlling sequence,  

FL - function set, defining the lesson structures; 

they are a graph G’’ representations.

The lesson presentation and verification 

The G’’ graph is a sub-graph of G’ graph. It 

contains only a lesson structure, divided into the 

lesson tasks; defined by functions: 

(29)onverificatievaluationrepetitionpath FLFLFLFL ,,,

If the presentation time exceeds maximal 

value, of variable hj, the aim ti is treated as 

course( ) and key descriptors tl for l=1..m, defin-

ing ti treated as lesson’s ( ) aims: 

, (30)m

1l tlti

Functions FL are used to follow the lesson 

progress and to verification its purposes (Fig. 9). 

The algorithm organisation is performed by the 

graph structure.  

Basic structure is defined as vertices and 

edges of the path function. Starting point in les-

son is a free vertex – a first key descriptor (tx). 

Repetition number lr is measured by the com-

plexity feature of the frame (pr) with hi character-

istic values, as:

0:

0:

:1

i

iir

i

r

ir

h

hhp
h

p

hp

lr

(31)

The selected frame returns the user interac-

tions into the R layer. If the obtained results are 

not matching the cognitive definition, algorithm 

recalculate the complex level of the application 

[19].  

If the assumed requirements are fulfilled, the 

next frame of lesson is selected, according to the 

following algorithm: 
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Figure 9. Block diagram of lesson generated based on G’’ graph 

1. evaluation of user interactions, analysing the 

functionality: FLevaluation features, 

2. fetch a next edge E(rx,ri) from FLrepetition,

were rx is currently evaluated frame, ri is a 

next frame available, 

3. if the value of evaluate function E(rx,ri) is 

smaller than the value of edge E(ri,rx), defin-

ing the repetition function, then frame ri is

added into the candidate for next frame set 

(ZK), in the application path, 

4. if exists the uncheck edge, for vertices rx, go 

to the second step of the application, 

5. if ZK is empty, set the next frame ri as ap-

pointed by the highest value of edges E(rx,ri)

for path functions and end the algorithm, se-

lect frame form ZK set, which value of the 

repetition edges is multiplied by its feature 

of the weight value.  

4. Conclusions

The automatic conclusion system, using high 

quality measures, was roughly discussed. The 

solution unifies various features of the applica-

tion database of database e-content development.   

The user data layers, together with terms de-

fine the user’s knowledge. Thanks to the graphs 

data descriptions the application structures can 

be driven continuously, with the same evaluation 

bases. The elaborated solution offers a hybrid 

data system, working in a form of ITS (intelli-

gent tutoring system) with full range of functions 

available in LMSes (learning management sys-

tems). The results and variety of possible imple-

mentation are still under careful analysis in con-

text to similar works [23][24][25].
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