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Abstract. During last few years we have started 

using LMS/CMS (Learning Management 

Systems/Course Management Systems) extensively. 

Students and teachers use them regularly in two way 

communication. Blended learning has become 

dominant form of education for ICT aware teachers. 

If we want to design the successful LMS/CMS we need 

to know some hard facts. We did not rely on the 

information from the producer of the LMS/CMS 

therefore we have performed our own tests. Results 

show that we should not trust their claims blindly. 

Test also proved that our hardware is completely 

capable to support TLS processes for our faculty. 
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1 Introduction 

As more and more students starts using LSM/CMS on 

daily basis we inevitably come to LMS's limitations. 

Questions that arise may be simple but answers are 

not. One question is particularly important - how to 

design the LMS? In the research of this topic we have 

found out that this question raises another set of 

questions [1]. It also address the problem of hardware, 

software, response time, number of students, number 

of concurrent users and number of concurrent 

requests. 

Let suppose that LMS will be developed from the 

scratch. First thing to consider is the amount of users 

during the life time of the LMS. With the life time we 

denote the time between hardware acquisition and the 

span of the extended warranty of the same hardware. 

Typically this would be between three or four years. 

During this period we need to predict the number of 

students that will use our system and amount of 

concurrent users and concurrent requests. With these 

preconditions in mind we check for the desired LMS 

hardware requirements and we are done. This simple 

solution can be found on the web in matter of 

minutes. But there is a big grey area in this procedure. 

[2, 3] Can we know how many concurrent requests 

the specified hardware is capable to handle? 

Searching for this answer is a bit trickier and usually 

gives us only vague assumptions. It is interesting that 

we could get only the amount of memory (RAM) 

needed per concurrent user of the LMS. Little math 

calculations shows us horrified amount of memory we 

need to cover students of our faculty. Therefore we 

wanted to make our own analysis and verify their 

claims. 

2 Preparing for the test 

Before we could start with the test we need to find 

some information about the human feeling of 

response time [4]. What is fast, medium and slow 

response time? According to these data we could 

evaluate our tests and offer a positive user experience 

with LMS [5, 6]. Another question is how to measure 

the response time? If we take into account that we are 

in the internet environment we could define the 

response time as the time between the request of user 

and the final display of the page. But this time is not 

the same as the time measured at the server side. 

Which time is more accurate for measure is simple. 

But for user satisfaction the first one is more 

important. 

The structure that influence the response time are:

• Size of the web page 

• Bandwidth 

• Time of full cycle 

• Number of cycles 

• Amount of time that server and client 

process the data. 



Web page size was important in the dial-up 

networking environment. Today we have high speed 

internet connection and the time for transmit the web 

page drops dramatically. Most of the problem with the 

page size is today addressed to invisible code; large 

pictures; and downloaded components (e.g. non 

streamed flash video). 

Bandwidth of the internet connection gives you a 

rough insight to the prediction of time the web page 

will be delivered to the client computer the client 

computer. According to the equation (1) we can 

calculate the time to transmit the web page.  

v

S
traw =  (1) 

Where S is the size of the web page (in kilobytes) 

and v is the bandwidth of the internet connection 

(kilobytes per second). 

Time to transmit the web page dropped 

dramatically with the high speed internet connections 

but it is still important constraining factor in the slow 

speed wireless networks (e.q. GSM transmission). 

Time of full cycle is the time from the first 

request to the first response. This time can be 

measured with the PING command available in most 

operating systems. Time depends on the number of 

hops and dynamic events on the network. Typically 

time is measured in milliseconds but can grow up to 

second scope. The effect of this time has impact to 

every request/response event in the transmission of 

data. 

Number of cycles depends on the objects (e.g. 

images, applets …) on the web page being transmitted 

from server to client. More components on the web 

page is present more cycles are needed for whole web 

page to transmit to the client. Modern web browsers 

enables up to four parallel transmissions of elements. 

Therefore the number of required cycles for 

transmission can be calculated with the equation (2): 
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Processing time depends on two factors. Speed of 

disk transfer and processing time on the processor. 

Disk transfer time occurs in all circumstances but 

processing time can be quite significant if we have 

dynamic web pages. The amount of memory on the 

server can dramatically reduce time of static web 

pages transmission in rapid succession since only first 

time disk transfer occurs. Every additional request is 

served directly from the memory. Since disk speed is 

very slow compared to the memory, the response of 

the system is dramatically shortened. But the memory 

of the system is finite, and the web page data needs to 

be replaced in the memory when different web pages 

are requested. In the case of the dynamic web pages 

the raw computer processor power is needed to 

prepare the data and transmit them to the client. The 

response is therefore proportional to the workload of 

the server.  

2.1 Concurrent access 

We have a problem defining concurrent access. In one 

aspect this can be the number of concurrent users 

using the server. On the other aspect it can be the 

number of concurrent requests. In the first time we 

have no problem with the definition but in the late we 

have. What are the concurrent requests? Are these the 

requests that happen in the same time or in the same 

second? The problem is that we cannot measure the 

requests in the same time; we can only measure the 

requests that occur in the same ∆t. 

Concurrent access affects the response time. 

Users experience and satisfaction with the response 

time is therefore subjective measurement and 

according to some research can last up to few 

seconds [5]. For the properly designed server it is 

crucial to know how many concurrent users will have 

desired response time. 

2.2 Response time and satisfaction 

The satisfaction of the users experience with the web 

response is not just a matter of positive users' 

experience. It also provides financial benefits to the 

companies who sell their products on the web [7]. No 

matter of the purpose of web pages we can always 

receive the same response from the users. 

Two questions are in order when we are talking 

about the response time: How fast is fast enough and 

how slow is too slow? 

From the year 1968 the IBM have made research 

and found out that users need short response time to 

stay focused and productive [8]. Their research show 

that response time should be under the second and 

that is still the requirement in the software 

development. On the other hand they found out that 

response time that is more than ten seconds is 

unacceptable for the users. 

In the research about the computer hardware 

buyers the negative effect on the buyer by the 

response time which lasts more than ten seconds was 

also confirmed [9]. But they found out that the 

response time should be faster at the end of the 

transaction (buying) than at the beginning. Their limit 

for the response time was shortened to eight seconds 

[10]. In the response time that is longer than eight 

seconds a significant number of buyers did not 

complete the transaction and consequently bring the 

financial loss to the companies. 

Subjective effect of the response time is somehow 

different than the measured one. When users were 

asked to assess the fast and slow response they decide 

differently. To them one of the fastest web page was 



slow and one of really slow seems to be fast [11]. 

This impression was correlated to the number of 

elements valuable to the users on the web page. 

Results shows that users are prepared to wait around 

four seconds for each web element. Fastest web page 

has little elements and seems to be slow. 

Time of tolerance is the time span between the 

first impression of the user that web response is slow 

and the time the user is willing to wait for the 

response. This time is around four times longer then 

the acceptable response time (around 40 seconds). 

After the time of tolerance is over users definitely 

leave the web page. 

3 Testing MOODLE 

We have picked the LMS/CMS Moodle for our 

distance learning server at Faculty of Arts University 

of Maribor, and for e-learning server at Faculty of 

Education University of Ljubljana. In the hardware 

requirements for the Moodle we have found some 

recommendations but none of them were based on 

factual testing. Administrators exchange their 

knowledge on web forums (Moodle forum) and some 

claim that server needs faster processor other claim 

that server needs more RAM. Since we cannot accept 

guesses and we need to provide the satisfactory 

response to all our users we decide to conduct our 

own test. 

For testing Moodle we have decided to check the 

following features: 

• How many users can be served by personal 

computer as server? 

• What is the difference between different 

operation systems? 

• When the response time becomes 

unacceptable? 

• Which operation is the most complex and is 

capable for the optimization? 

• How capable is our faculty’s LSM/CMS 

system? 

For the testing purpose we have developed the 

software that simulates the user's interaction with the 

LMS system. In the test we use computers in the 

classroom, local area network (100 Mbps) and two 

servers. One of our servers was P4 class desktop 

computer running two different kinds of Moodle. (P4, 

1,5GHz, 1GB Ram, Windows 2003 server, IIS, 

MySQL and PHP / Linux, Apache, MySQL and PHP) 

and other was our faculty server (P4D, 3,2GHz, 2 GB 

RAM). 

The reason we use desktop class computer was 

simple. We wanted to be sure to reach the limits of its 

capacity in small amount of concurrent users. The test 

also omits the processing on the client side. It was not 

our intension to include the client side processing 

even though we know it is also a vital part in the 

response of the system as a whole. All the data that 

was transmitted from server to the clients were 

discarded immediately on client side. To minimize the 

effect of the latency of the network we use all 

computers (client and server) on the same router 

(Linksys-Cisco type) 

4 Results 

In the first test we use 120 simulated users with the 

random time span between 10 to 15 seconds between 

the users action. The server (desktop class computer) 

usage in idle time was 0% CPU and 308 MB of RAM 

on Windows server 2003 platform. During the test we 

monitor the processor activity, RAM used and 

network activity. All these monitoring activities are 

built in the Windows systems. During the test the 

CPU was used at 100% all the time and response time 

was over the eight (8) seconds limits. Figure 1 shows 

the response times for this server. 
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Figure 1: Response time - Windows 

When we repeated the test on the same system 

with the Debian Linux we observed that in the idle 

state desktop class server used 0% CPU and 115 MB 

of RAM. During the test we have surprisingly found 

out that response time was even worse than on the 

Windows system (Figure 2). 

  

re
s
p
o

n
s
e

 t
im

e
 

 requests 

Figure 2: Response time - Linux 

Each configuration was tested for a period of one 

week and the results did not significantly deviate 

between the tests. We need to remind that systems 

were not optimized in any way and they were used as 

installed from the installation media. 

Testing faculty's Moodle server was done a bit 

different. Server is available to our students all the 



time. For the purposes of testing we did not disable 

other users. But we perform tests during the night 

time when the server was statistically idle. Installed 

software on our server was: 

Apache 1.3.33 

MySQL 4.1.21 

PHP 4.3.11 and 

Moodle 1.6.1+ 

All the data are on SATA disks in mirror 

configuration. During one year of operation we still 

have not found any performance degradation despite 

the fact that we have almost 4000 registered users.

At the beginning of the test when the server was 

idle it used 0% CPU and 500 MB of RAM. All the 

requests were served almost immediately. For the test 

purpose we create 600 concurrent users that create 

events in the random time span between 1 and 2 

seconds. The test configuration that was used in 

desktop server configuration posed too little workload 

for this server and all the requests were served almost 

immediately (below the valid measurement time 

span). Statistically each response was served in under 

0.3 second and therefore almost no concurrent events 

occur. 

During the test we needed to monitor some 

additional parameters - concurrent requests. We have 

decided to measure the concurrent requests as 

requests within 1 second time span. For the user 

activity we use the predefined jobs. Each simulate 

user began his activity with the entrance to the course, 

and then randomly selected following activities: 

transfer of small size file (web page access), transfer 

of medium size file (SCORM package access), 

transfer of large file size (simulated video), flash 

video, review the forum; and at the end logout from 

the system. 

As we predicted, the response time grew with the 

number of users. Most of the time multiple requests 

were served and during the test 17.000 requests were 

simulated. But even with 600 concurrent users we 

have found out that there were not more than 20 

concurrent requests within one second (Figure 3). But 

despite the fact that server was fully loaded we could 

get normal user response from it.  
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Figure 3: Concurrent requests on 600 concurrent users 

5 Conclusions 

For any large system it is necessary to make a system 

analysis. Wrong design of the system will influence 

the user's satisfaction and inherently provides a loss of 

money and/or social negative impact to the company's 

image. For a successful design process we need to 

know systems constraints. How many users will use 

the system and how many of them will use it at the 

same time.  

We have found out that the recommendations about 

the Moodle on the web are not accurate. If we obey 

them we would need far more expensive server than 

we actually need. The amount of RAM proved not to 

be a real factor since computer never used more than 

20% more of RAM as in the idle state. Most 

important factor is however the processor’s 

processing power. We have also found out that our 

faculty server is well designed for its operational life. 

In the future we will need to do additional tests since 

more and more e-learning material is available and 

users change their habits in using web learning 

material. 
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