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Abstract. In this study, a computational content anal-
ysis of crisis-related articles published in electronic
media for two crises, namely COVID-19 and the
Russia-Ukraine war, is conducted. A set of methods
for content analysis is proposed, which involves
the combination of exploratory analysis, main topic
filtering, and performing named entity recognition
enhanced with network analysis. The main finding of
this study is a list of the most frequently mentioned
persons, locations, and organizations in the news
articles of both crises and how they are connected. The
results obtained affirm the suitability of the proposed
approach for crisis-related content analysis.
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1 Introduction

Analysis of electronic media content is a powerful tool
for gaining insights into public opinion. This type of
analysis is particularly important in domains related to
global crises such as wars, pandemics, climate change,
migration crises, etc. as it can help in crisis manage-
ment. Crisis-related communication in electronic me-
dia leads to a massive amount of news articles that
can cause an infodemic (Eysenbach, 2002, Eysenbach,
2009). Recently, we have experienced an infodemic
caused by the COVID-19 pandemic (Beliga et al. 2021;
Beliga et al. 2022; Eysenbach, 2020). The main char-
acteristic of an infodemic is an overabundance of in-
formation, misinformation, and disinformation (Eysen-
bach, 2002). This is a serious problem because, in the
event of a crisis, the need for information increases be-
yond the usual level and people try to get informed as
quickly as possible. Thus, automated computational
analysis can be of great help in providing fast and rele-
vant information during a crisis.

Many studies use various natural language process-
ing (NLP) techniques to uncover certain aspects of
crisis-related content published in electronic media.
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To identify public perceptions, opinions, and attitudes
about specific crisis-related topics, researchers typi-
cally combine topic modelling and sentiment analysis
(Boon-Itt & Skunkan, 2020) and/or perform named en-
tity recognition (Imran et al., 2015).

An extensive NLP-based analysis of COVID-19-
related content in the Croatian language published in
electronic media have already been performed (Be-
liga et al., 2021; Beliga et al., 2022; Bogovic et al.,
2021, 1li¢ & Beliga, 2021; Pandur et al., 2021) as well
as in social media (Babi¢ et al., 2021a; Babic et al.,
2021b; Mestrovié et al., 2022). In (Beliga et al. 2021)
the authors performed a longitudinal analysis of the
COVID-19-related content on electronic media based
on natural language processing, extracted main key-
words, terminology, and entities, and analysed trends
and changes. In (Beliga et al., 2022) the authors com-
bined NLP and statistics and showed that there was an
infodemic present in the Croatian news. Next, in (Ili¢
& Beliga, 2021) the authors performed sentiment anal-
ysis of COVID-19 news articles published in electronic
media, while in (Pandur et al., 2021) they analysed
COVID-19 news articles by combining topic modelling
and sentiment analysis.

The results of the authors’ previous studies provide
detailed insights into the COVID-19-related content
published in electronic media. One possible direction
for expanding previous research is to compare the con-
tent of different crises. Therefore, in this study, the
authors extend their previous research to the new do-
main of news about the Russia-Ukraine war (RUW).
The main objective of this study is to analyse and com-
pare the content of news published in electronic media
related to the two crises. The authors perform content
analysis in the sense of exploratory analysis and apply
methods from the field of NLP, specifically topic filter-
ing and named entity recognition (NER).

First, news articles from the eVarazdin.hr electronic
media were collected and the eVarazdin-19-23 dataset
was prepared. In the next step, articles related to
COVID-19 and articles related to the RUW were fil-
tered, afterwards an exploratory analysis was per-
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formed. The authors identify different topics in the
dataset and compare the number of articles related to
different topics and categories. In the last step, NER
was applied to extract important entities from the news
articles. Based on the NER results, the most frequent
entities were organised into the network connecting en-
tities which appear together in the same article. This
way it is possible to further explore relations between
entities.

The proposed approach provides detailed insights
into the content of both crises and allows us to better
understand crises. Results of this study indicate that
COVID-19-related topics were much more present in
news articles than RUW-related topics. Furthermore,
NLP-based methods in combination with other tech-
niques such as network analysis can reveal the specifics
of the content of both crises. The proposed methodol-
ogy is applicable to different crises, and the same ap-
proach can be easily ported to another dataset.

The rest of the paper is organised as follows. In the
next section, an overview of the related work is given.
The third section explains the dataset and methods. In
the fourth section, the details of the proposed approach
and the main results are described. The last section
concludes this study with a discussion and recommen-
dations based on the results.

2 Related Work

Fu et al. (2022) suggest an approach based on natural
language processing techniques and machine learning
to mitigate flood hazards. In order to avoid floods,
it is very important to identify flood-prone areas. In
the conducted study, they emphasize the importance of
collecting textual data from the media in assessing the
sensitivity of urban areas to floods. In a case study of
the city of Dalian, China, the locations of floods were
identified from news media data using a NER model.
Then, a method based on frequency or distance was
used to improve the quality of the extracted flood loca-
tions. Finally, flood conditioning factors that included
information about historical flood locations were en-
tered into a Support Vector Machine (SVM) model to
assess flood susceptibility. In the obtained flood sus-
ceptibility map, the high flood susceptibility areas got
a recall of 90% compared with the high flood hazard
areas in the planning report (Fu et al., 2022).

Liu et al. (2021) have explored how useful the Red-
dit social media platform is, to monitor the COVID-19
pandemic. In addition, they tried to answer the ques-
tion of how human behavior changes over the course
of the COVID-19 pandemic in North Carolina. They
collected data for the research from the COVID-19
pandemic-related posts from North Carolina subred-
dit communities. In the task of named entities recog-
nition, they developed a customized system in which
they focused on 5 specific categories: Distancing, Dis-
infection, Personal Protective Equipment, Symptoms

and Testing. In addition to NER, the monitoring of
the COVID-19 pandemic was carried out through other
NLP tasks: feature engineering (using CBOW, Skip-
Gram, Glove, and BERT-based sentence clustering),
topic entities discovery (Cosine Similarity and LDA
topic modeling) and frequency statistics. They con-
cluded that the comprehensiveness of the mentioned
NLP methods shows effective monitoring and discov-
ering of how the public’s concerns changed over the
course of the pandemic, all based on data collected
from Reddit. However, the presented results show
that representative social media data can be utilized to
surveil the epidemic situation in a specific community
(Liu et al., 2021).

Truong et al. (2021) presented a dataset of ap-
proximately 10k informative sentences about COVID-
19 patients filtered from news articles published on
reputable Vietnamese online news sites. When filter-
ing sentences, care was taken to ensure that they re-
ported confirmed, suspected, recovered, or dead cases,
as well as the travel history or location of the cases.
The authors defined 10 types of entities associated
with COVID-19 patients that may be particularly use-
ful for downstream applications in any type of future
epidemic. The created dataset represents the largest
Vietnamese dataset with corresponding NER annota-
tions (35k entities). Experiments on new a NER dataset
compare strong baselines and find that the input repre-
sentations and the pre-trained language models all have
influences on this COVID-19 related NER task (Truong
etal., 2021). Datasets like this certainly have an impor-
tant role in future COVID-19 research and NLP appli-
cations related to the Vietnamese NLP community.

Alam et al. (2020) conducted case studies of hurri-
canes Harvey, Irma, and Maria and produced descrip-
tive summaries using artificial intelligence techniques
— NLP and computer vision. The studies were con-
ducted using text and image data from Twitter posted
during the three major disasters in 2017. One of the
main questions of this study was whether and how
computer analysis techniques of natural language pro-
cessing, such as topic modelling, sentiment analysis,
NER, etc. can be used to process text and image data
in social media to improve situational awareness. The
Stanford NER toolkit, which is based on CRFs, was
used in the study. The authors investigated entities
based on humanitarian categories, especially focused
on donation and volunteering category. This focuses
on the donation needs that people are writing about,
the things that are needed, and in what places. The au-
thors provide visualizations using word clouds to point
out which organizations and celebrity people have the
most frequent entity mentions (i.e., donate the most).
Ultimately, the study showed numerous visualizations
made on the basis of data obtained by NLP techniques
(including NER). In addition, the successful combina-
tion of textual and image data was proven for a com-
prehensive analysis of crisis situations. Various types
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of useful information can inform crisis managers and
responders and facilitate the development of future au-
tomated systems for disaster management (Alam et al.,
2020).

Eligiizel et al. (2022) propose a deep learning ap-
proach (RRN-based) for named entity recognition on
tweets during earthquake disaster in Nepal. They
used two different tools to recognize named entities,
first the Natural Language Toolkit (NLTK) and then the
General Architecture for Text Engineering (Gate). The
obtained entities were then used as input data for RNN
models. In addition, on the initially labeled data, they
trained different variants of models with the original la-
beled data, from GloVe word embeddings to different
variants of RNN models such as LSTM and BLSTM.
They concluded that RNN-based approaches perform
well in finding named entities. In emergencies, the re-
sults of this work can help reduce the effort required to
detect event locations and enable better disaster man-
agement (Eligiizel, Cetinkaya & Dereli, 2022).

Garcia & Ladeira (2021) conducted a study that aims
to propose an approach for the application of NER in
the identification of possible adverse events related to
the application of COVID-19 vaccines. NER is used
for information extraction from social media (websites
related to health topics and similar sources). In addi-
tion, the authors also conducted an extensive survey on
the application of NER for information extraction, in
the domain of postmarket surveillance for the supple-
mentation of traditional post-market surveillance. The
contribution of this research is in the systematization
of the positive and negative sides of NER in the infor-
mation extraction task to supplement traditional post-
market surveillance systems. More practical use of in-
formation extraction and NER was shown in work con-
ducted by Nemes and Kiss (2021), where sentiment
analysis on Twitter messages is augmented with infor-
mation extraction and NER to get an even more com-
prehensive picture of the sentiments of people and to
determine how people have related to COVID-19 over
a given period of the pandemic. By extracting addi-
tional information and analyzing named entities on the
sentiment results categorized and labeled by RNN, they
get a better insight into the sentiment. In other words,
one gets a detailed insight into how people write on
Twitter, what are the characteristics of their expression,
which words are used in positive and which in negative
attitudes/tweets, which people, locations and other en-
tities are mentioned, but also the events that can affect
tweets. With such an analysis they provide a whole
new picture to traditional sentiment analysis (Nemes &
Kiss, 2021).

Phopli et al. (2021) investigate the events of natural
disasters by using information from a social network
to report on crisis situations. The detection of natural
disaster locations is based on the recognition of named
entities (NE) in messages from Twitter. In doing so,
they use Complex, or Social Network Analysis (CNA

or SNA) techniques. Apropos, they analyze the net-
work of named entities, and compute values for cen-
trality measures for certain named entities at the local
level of the network, such as: degree, betweeness, and
closeness centrality measure. They conducted the ex-
periment only on tweets written in Thai language in
the topic of Super Typhon Hagibis blowing in Japan.
Based on the graph theory, mentioned centrality mea-
sures and majority voting, they determine first 5 words
that are related to the event for particular method, and
finally only one most important word which can be
used to indicate a location that had a natural disaster.

The authors found motivation for their investigation
in this approach. They used NER to detect not only lo-
cations that are mentioned in electronic media news re-
lated to a particular crisis, but also named entities from
other categories. However, they measured the impor-
tance of a single entity in the corpus based on graph
theory using the centrality of a node in the network,
which will be discussed in more detail in the following
sections.

Related work on the crisis situation related to the
Russia-Ukraine war mostly analyzes data collected
from Twitter with the aim of sentiment analysis (Wad-
hwani et al., 2023) or topic detection and tracking (De
Santis et al., 2023). To a slightly lesser extent, data
collected from other social networks have also been
analyzed, such as Facebook (Ngo et al., 2022), where
sentiment analysis was performed, then data from the
Chinese microblogging website Weibo, where emotion
recognition and opinion clustering and mining were
performed (Chen et al., 2022), and Reddit (Guerra &
Karakusg, 2023), where sentiment analysis was also per-
formed. In addition to the above works, there are many
other works with sentiment analysis or topic modeling
of data related to the Russia-Ukraine war. However, to
the best of the authors’ knowledge, they have not found
any work that uses NER. With this work, they would
like to fill the gap in the analysis of news in Croatian
electronic media about the Russia-Ukraine war and use
NER to analyse important entities.

As far as we know, this is the first study that provided
a dataset of newspaper articles written in the Croatian
language, collected from electronic media, for the do-
main that is related to the Russia-Ukraine war. In addi-
tion, it is also the first report on NER and the computa-
tional content analysis of the crisis-related to the RUW
on Croatian electronic news texts.

3 Methodology

3.1 Dataset

News articles were collected from the eVarazdin.hr!
web portal. eVarazdin is an independent Internet portal
for the area of Varazdin County, which is read in the

Uhttps://evarazdin.hr/
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wider area of northern Croatia. According to available
statistics from July 2023, about 64,000 users followed
this portal on the social network Facebook?.

eVarazdin was launched on March 4, 2010, and since
2013 it has been operating as a media company within
the Varazdin consulting financial investment holding
Fine’s Grupa. With the transfer to the ownership
of Fine’s, the portal was recapitalized in 2015 in the
amount of HRK 4,16 million, which makes it one of the
most capitalized local media in the Republic of Croatia.

The data collection process included web scraping
techniques to extract relevant data from electronic news
portal eVarazdin. Python libraries such as Beautiful-
Soup (Richardson, 2023) were used to extract textual
content from web pages.

The news on the portal are classified into nine news-
paper categories: regional news, sports, focus, politics,
black chronicle, eTV, entertainment, lifestyle, and inter-
views. The data crawler retrieved textual content from
all nine categories, encompassing all website URLs in
a time span of 4 years, i.e. all news published in the
period from April 5, 2019 to April 12, 2023. For the
mentioned period, 21,562 newspaper records were col-
lected.

The collected data was stored in a comma-separated
values file format, which provides a simple and widely
supported structure for tabular data storage. The
dataset consist of 12 columns, each representing a spe-
cific attribute of the posts. These columns include:
title, subtitle, text, author name, photographer name,
URL, publication date, publication time, news cate-
gory, tags, and number of images in news. Dataset
eVarazdin-19-23 3 is publicly available for use. It has
been cleaned up of duplicate posts and inconsistencies
in text formatting.

3.2 Methods

A short overview of methods that were applied in the
crisis-related analysis was given in this section. The
authors propose an approach based on three main steps:
(i) exploratory analysis, (ii) topic filtering and (iii)
NER enriched with network analysis.

In the first step, an exploratory analysis of the dataset
in terms of giving a timeline with the number of news
articles published during the observed period was per-
formed. The number of crisis-related news articles was
compared with the number of other news articles. As
well, this analysis enables a comparison between the
number of articles related to COVID-19 and RUW. In
order to provide a more detailed analysis, the distribu-
tion of news articles classified into news categories was
additionally performed.

Next, a set of the main topics related to COVID-19
and another set of the main topics related to RUW were

2https://www.facebook.com/evarazdin.hr
3https://github.com/sbeliga/InfoCoV/tree/main/CECIIS2023/
eVarazdin-19-23.csv

identified. Then, news articles were filtered according
to selected topics. The goal of this step is to determine
the number of articles on every topic and identify the
most popular topics within the crisis.

In the last step, the named entity recognition task
was performed in combination with network analysis.
NER is a natural language processing task that extracts
information from text to identify and classify named
entities into predefined categories, such as personal
names, locations, organizations, dates, numeric val-
ues, monetary values, and sometimes very specific en-
tities, depending on the domain or application in which
they are used. For example, Liu et al. (2021) in their
study on the monitoring of the COVID-19 pandemic
on the Reddit network introduce their own categories
by which they monitor specific entities related to the
pandemic: distancing, disinfection, personal protective
equipment, symptoms and testing.

In this research, the implementation of NER was per-
formed using the programming language Python and
spaCy (v3.6)*, a well-known open-source software li-
brary for advanced natural language processing. A
pretrained pipeline and predefined NER model for the
Croatian language is used. In this experiment, a small
amount of data is used for training. A small Croat-
ian model, hr_core_news_sm was trained for NER on
written web text (news, media), that includes vocabu-
lary, syntax and entities. The model uses training cor-
pus hr500k 1.0 (Ljubesic et al., 2016) which contains
about 500,000 manually annotated tokens on the levels
of tokenisation, sentence segmentation, morphosyntac-
tic tagging, lemmatisation and named entities. Accu-
racy evaluation in terms of the F1-score for the Croat-
ian NER pipeline is 76.1%.

Entities were extracted and divided into four cate-
gories: persons (PER), locations (LOC), organisations
(ORG) and miscellaneous (MISC). Then, the top 15
most frequent entities in each category were selected
and four entity networks for both crises were con-
structed. All networks are weighted and undirected.
Nodes represent entities, and two nodes are linked if
these entities appear together in at least one news arti-
cle. The weight on the link represents the number of
different news articles in which both entities appear.

The details of every method applied within the pro-
posed approach are described in the next section.

4 Content Analysis and Results

In this section, details of the content analysis were pro-
vided, along with explanations of results obtained by
the proposed approach.

“https://spacy.io/models/hr
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Figure 1: Dynamics of publication of newspaper articles on the eVarazdin news portal (blue line) in the time span
from April 5, 2019 to April 12, 2023, and announcements related to the COVID-19 (red line) and RUW domain

(green line).

4.1 Exploratory Analysis and Topic Filter-
ing

In addition to the observed time period from April
5, 2019 to April 12, 2023, consideration of experi-
ment is also limited to articles on two specific do-
mains: COVID-19 or RUW. Before a deeper analysis
of the created dataset eVarazdin-19-23, filtering based
on keywords has been implemented. Keywords are a
set of terms that best describe the subject of a docu-
ment (Beliga et al., 2015). Filtering was performed
using two different thesauruses > which were created
manually and contain words that succinctly describe a
particular topic discussed in the text. One with key-
words from the domain of RUW (such as Ukrajina,
Rusija, Zelenski, etc.), and the other from the domain
of COVID-19 pandemic (such as coronavirus, COVID-
19, covid, etc.). Articles that did not meet certain fil-
tering criteria (e.g., news that is not primarily related to
the domain of COVID-19 or RUW, but only marginally
or incidentally mentions COVID-19 or the war) were
excluded from the analysis.

It is important to emphasize that when filtering arti-
cles the morphological variations of words were taken
into account. Given that the Croatian language is mor-
phologically very rich, news were filtered by consid-
ering a truncated form of the (key)word in order to in-
clude into extraction criteria all the morphological vari-
ations that can arise from the suffixal formation of an
individual (key)word.

The articles satisfying the previous condition were
extracted along with their associated metadata.

Fig. 1 shows the dynamics of newspaper article pub-
lication on the eVarzdin portal on the timeline (from
April 5, 2019 to April 12, 2023). The red line rep-
resents the newspaper publications related to the do-
main of COVID-19, the green line those related to the
RUW domain, while the blue line represents the total

SCOVID-19 and Russia-Ukraine thesaurus used for main
article filtering: https://github.com/sbeliga/InfoCoV/tree/main/
CECIIS2023

number of all publications on the portal. The appear-
ance of the SARS-CoV-2 virus in the world occurred
at the end of 2019, and the first newspaper publications
on the eVarazdin portal mentioned the coronavirus at
the very end of January 2020. It was a newspaper
article about the suspicion that a patient has COVID-
19 and denial of the director of Varazdin Hospital be-
cause the patient had the ordinary flu. It is interest-
ing that in the title of this publication, there is a state-
ment "Coronavirus is disinformation — there is no rea-
son to worry". The first appearance of the coronavirus
in Croatia was recorded on February 25, 2020. The
trend of news publications related to this topic on the
graph also begins to increase immediately after that,
i.e. at the beginning of 2020. After that, the red line
begins to grow steeper and reaches its highest peak
(March 17, 2020). This is where the real infodemic be-
gins. Press discussions on measures for entrepreneurs,
passes for passing through neighboring counties, and
the Civil Protection Headquarters begins to prescribe
the work regime in the time of the coronavirus crisis.
The news reports that public gatherings and manifesta-
tions are being canceled due to the bad epidemiologi-
cal situation, that the local hospital in VaraZzdin is ex-
panding its capacities for those infected with the coro-
navirus, and that emergency meetings of the Civil Pro-
tection Headquarters are being held to determine mea-
sures and guidelines for action. This is followed by a
flood of inscriptions about the way catering establish-
ments and service activities work, about the closure of
cafes, gyms, hair salons, shopping centers, and banks,
but also about people who do not respect the prescribed
self-isolation. The announcements are also related to
sports topics, primarily about athletes who must re-
port going to countries where COVID-19 is present, the
postponement of competitions by UEFA, etc. A large
peak on the graph is also visible in mid-March 2020,
immediately after the Minister of Health declared the
beginning of the COVID-19 epidemic in the Republic
of Croatia, and the World Health Organization declared
the previous epidemic a pandemic. Electronic media
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Figure 2: Total number of collected news articles in the time span from April 5, 2019 to April 12, 2023 on
eVarazdin news portal, classified to corresponding news category (left barplot), and comparison of filtered articles
(right barplot) from the COVID-19 (red bars) or RUW domain (green bars).

eVarazdin then intensively reported on the guidelines
of the Varazdin General Hospital, VaraZdinske Toplice
also gave recommendations for the situation with the
coronavirus, news were written about the mass closure
of sports facilities, announcements were written about
measures asking the elderly to avoid going out unnec-
essarily from their homes, etc.

Later, the steep fall and regrowth of the red line to
a new peak occur on several occasions, which follows
waves of new coronavirus infections. These results are
in accordance with findings in previous research (Be-
liga et al., 2021). The last big peak was detected at
the beginning of February 2022. There is still mass
writing about the number of PCR tests and the number
of infected, announcements are written about politi-
cians and their responsibility during the pandemic, but
also about the lack of blood supplies because people
stopped donating their blood during the pandemic. As
the virus weakens and the number of infected peo-
ple decreases, the publication frequency drops slightly.
The end of the epidemic in the Republic of Croatia was
declared on May 11, 2023. The trend of a small num-
ber of publications on the graph is already visible from
the very beginning of 2023.

The beginning of news publications about the un-
rest in Ukraine goes back far before the mass inva-
sion that took place on February 24, 2022. The un-
rest in Ukraine has been recorded since 2014, and a
fairly constant number of posts on the graph is mani-
fested from the very beginning of our defined timeline,
which is April 2019. The dynamics of publishing news
related to RUW are not as steep and sudden as those
related to the coronavirus pandemic. However, some
minor peaks can be found. For example, the one at
the beginning of January 2022, when the portal reports
on the humanitarian organization Red Cross, how the
city of VaraZzdin accepts refugees from the war-affected
Ukraine, how the first refugees arrive in VaraZzdin spa,
about accommodation centres, about sports halls where
people will sleep and live, about private accommoda-
tion offered by local residents. It is also written about
the need for Ukrainian language translation.

The scale of the crisis in the domain of COVID-

19 and RUW, which manifests itself in the form of
the publication of newspaper articles related to that
topic, is stronger when it comes to COVID-19 than
RUW. The explanation one can find is that Croatia,
like the rest of the world, was directly involved in
the pandemic. In the case of the Russian-Ukrainian
war, it is not directly involved, although it is suffering
from an economic crisis and strong inflation, which is
partly a consequence of that conflict. Another reason
for the stronger intensity of announcements related to
the COVID-19 crisis is certainly the two strong earth-
quakes that occurred on the territory of the Republic of
Croatia during the COVID-19 epidemic, which made
the fight against the virus more difficult in the areas af-
fected by the earthquake.

The statistics of the collected articles in the observed
period are presented in Fig. 2. Overall, (10.35%)
of the news items refer to the COVID-19 domain,
while only (1.65%) refer to the RUW domain. As ex-
pected, among all categories of newspaper articles, the
same three categories (regional news, sports and focus)
have the largest number of published articles related to
COVID-19, but also to the RUW domain. This is to be
expected, as these are the most popular newspaper cate-
gories on the portal. However, if we observe them in ra-
tios, the first three places for the COVID-19 domain are
occupied by the categories focus (32.06%), interviews
(22.45%) and regional news (8.74%). In the RUW do-
main, the first three places are occupied by the cate-
gories interviews (4.08%), regional news (1.84%) and
politics (1.87%). It is interesting to note that the cate-
gories politics and black chronicles do not rank higher,
as one might expect, considering that we are analyzing
crisis situations. The reason could be that some news
from COVID-19 or RUW fell into the category focus
or regional news, considering that we are dealing with
a local web portal where the type of news can be of a
very local nature and therefore be placed in the men-
tioned categories.

In order to define more specific topics within in-
dividual domains, additional topic filtering was done.
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Based on additional keywords® in the domains about
COVID-19 and RUW, the news was filtered into four
more sophisticated subtopics of the domain, which
gives a more detailed insight into the specificity and
importance of each topic. Topic filtering in the do-
main of COVID-19 was carried out for the topics of
vaccines, measures, infected and famous personalities,
and in the domain of RUW for victims, locations, hu-
manitarian and economy.

Measures
25.3%

Infected
51.6%

Vaccine
19.8%

Famous personalities
3.26%

War victims
44%

Humanitarian
45%

Famous personalities
0.314%

Economic

5.97%
N Locations

4.72%

Figure 3: Comparison of the ratios of published news
items with regard to the topic filtering for the COVID-
19 (top) and RUW domain (bottom).

Additional topic filtering of news articles was per-
formed automatically in such a way that only those
news records that met the following criteria were taken
into consideration. First, the article should meet the
criteria of basic filtering with the previously mentioned
filtering dictionary to become a member of the COVID-
19 or RUW domain. Second, topic filtering ensures
the checking of subtopics within the domain. True
positive cases are those articles that meet the filtering
criteria of the basic COVID-19 thesaurus, but also of
individual thesauruses for a specific COVID-19 topic
(e.g. for vaccines or infected subtopic). True negative
cases are represented by articles that generally satisfy
filtering based on the basic COVID-19 filter, but not
the thesaurus of secondary filtering topics for a specific

SKeyword lists for additional topic
https://github.com/sbeliga/InfoCoV/tree/main/CECIIS2023

filtering:

subtopic. Such records are not considered in topic fil-
tering statistics. The same applies to the RUW domain.

The total number of news records is 2229 and 344,
of which 2083 and 308 are true positives and 146 and
36 are false positives, in the COVID-19 and RUW do-
mains, respectively. Only true positive news records
are considered in further topic filtering analysis (the re-
sults of which are shown in Fig. 3).

By analyzing and filtering topics in the domain of
COVID-19 (see Fig. 3 - top pie chart), it was found
that the most dominant topic in the newspaper articles
is related to infected, after which equally dominant top-
ics are related to measures and vaccines. Articles re-
lated to the topic of famous personalities were pub-
lished least frequently. Articles related to the topic of
famous personalities mostly included statements or in-
terviews from famous people such as politicians, peo-
ple from a specific profession such as epidemiologists,
etc. When analyzing the RUW domain (see Fig. 3 -
bottom pie chart), the most dominant topic is humani-
tarian and only slightly less dominant is victims. About
the same number of contributions refer to the topics of
economy and locations, and the topic of famous per-
sonalities is the least frequent, as is also the case in
the domain of COVID-19. It can be expected that dur-
ing the pandemic, the most relevant newspaper articles
are to expect statements or interviews of specialized
persons who can speak professionally about the epi-
demic caused by the coronavirus. However, the analy-
sis shows that the number of publications on such top-
ics was the rarest. The source of the infodemic can
be detected and confirmed precisely with the largest
number of articles related to the topic infected, which
was the most talked about and written about during the
pandemic. Related to the RUW domain, perhaps one
could have expected a greater number of articles writ-
ten about the economic consequences of the war, but
it was still not the most dominant topic. The reason
for this may be that a local newspaper portal is ana-
lyzed, and not some mainstream portal. It is interesting
that most of the coverage was on humanitarian topics
such as who and how much donations (money, food,
medicines and even weapons) were sent to the victims
and the vulnerable.

4.2 NER Enriched with Network Approach

Named entities extracted from newspaper articles are
persons, locations, organizations and miscellaneous.
The approach used to visualize the results is enriched
with concepts from the field of complex network anal-
ysis (i.e. graph theory). Nodes in a constructed graph
represent entities and connections between two nodes
in the graph (named entities) exist if they are mentioned
in the same newspaper article. If they appear in more
than one article, the connection is stronger. In other
words, the number of newspaper articles in which the
entities appear together is proportional to the weight of
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the link.

In the visualisations of these NER-based networks,
the links with small weights are shown with a thinner
red line, while links with larger values of weights are
shown with a thicker blue line. The size of a node is
expressed with the value of the node’s degree central-
ity. In other words, larger nodes are more important
because they have a higher degree centrality.

Due to limited space, only two visualizations for
some selected categories of named entities are pre-
sented below. The left graph in Fig. 4 illustrates the
15 most significant entities for the organisations’ cat-
egory extracted from articles that are in the COVID-
19 domain. The entity "City-Municipal Council" stood
out as the most significant. In addition, the "Croatian
Institute for Public Health", "headquarters" and "gen-
eral hospital" also stood out as very significant entities
in this domain, as well as the larger cities in this region
— "Varazdin" and "Ivanec". Here they are recognized
as separate entities even though they do not repre-
sent organizations. However, they have strong connec-
tions with the hospital, the headquarters and the city-
municipal council, as they are often mentioned right
next to their names, and sometimes as an integral part
of the name, for example, "General Hospital Varazdin".
In this case, due to the lack of NER tools, they are rec-
ognized as separate entities. Two more groups of en-
tities are recognized here as important. One is related
to political organizations, parties such as HDZ, SDP
and HNS. The second group is related to sports orga-
nizations such as HNL (Croatian football league), NK
(football club) and football club Dinamo. At the very
end, COVID-19 is not an organization, but it is sin-
gled out as a very important entity. This is also one of
the disadvantages of the used NER tool, but it is rea-
sonable that this entity is important for the domain we
are analyzing. The advantage of the combined NER
and network approach is that we can also analyze the
links between entities. In this way, we can explain the
strength of the relationship between individual entities.
For example, we see that there are connections between
health organizations and headquarters, sports organiza-
tions and cities, and, for example, strong mutual con-
nections between political parties.

The right part of Fig. 4 illustrates the extracted en-
tities for the locations category from articles that are
in the RUW domain. Russia, Ukraine and Croatia are
the three central entities with very strong ties, which
implies that they are mentioned in the same press re-
leases and that they are also the three most important
entities in this domain. Russia is the most frequent
entity. According to the visualization, in addition to
the capital of the county — the city of Varazdin, other
smaller towns and larger cities also appear in the an-
nouncements. These are Ludbreg, Ivanec, Novi Marof,
Cakovec and Zagreb. It is often written about Europe
and Australia, as well as other countries, except for the
aforementioned Russia, Croatia and Ukraine. The en-

tity "Stricak" does not represent the location. Due to
the imperfection of the NER tool, it is recognized as
a location, but it actually refers to a politician and the
mayor of Varazdin County. Interestingly, "Municipal-
ity" entity is also mentioned, which by itself represents
an incomplete location because it does not specify an
exact municipality. Nevertheless, the "Municipality"
node has many connections to other nodes and still be-
longs to one of the 15 most significant entities in this
analysis.

5 Conclusion

In this study, an approach for the content analysis of
crisis-related news articles in the Croatian language
published in electronic media is proposed. The authors
analyse and compare two domains: COVID-19 and
RUW. Exploratory analysis, topic filtering and NER
were performed. The proposed approach extends NER
with the network analysis by constructing NER-based
networks of entities that co-occur in news articles. In
this way, analysis was enriched by gaining better in-
sight into the relationships of entities involved in the
crisis. Moreover, this overcomes the lack of the NER
technique by noticing strong connections between en-
tities that can form a whole, which can not be recog-
nized by NER. This is a particularly important exten-
sion in the case of crisis-related content analysis, as the
vocabulary of the language expands with new termi-
nology and previously trained NLP-based algorithms
do not perform well with the new terms.

From the results presented in the previous section,
several conclusions about the content can be drawn.
Firstly, the number of news articles about COVID-19
is higher than the number of news articles about RUW
in all categories. This can be explained by the fact that
the pandemic was present in Croatia while the war was
taking place in other countries. Secondly, the most
represented category is regional news which is to be
expected in this type of electronic media. Next, the
frequencies of news articles over the observed period
reveal peaks that occur during crises. Finally, the net-
work analysis of the main entities helps in the detec-
tion of most present persons/locations/organisations in
the news articles about the crisis and how they are con-
nected.

Overall, the presented results confirm that the pro-
posed approach provides a good insight into crisis-
related content for two different crises. This indicates
that the same approach could be applied to the analysis
of any other crisis-related content.

This is only preliminary research which the authors
intend to expand into a comprehensive methodology
for analysing crisis-related communication in general.
The next step in their future work will be to extend the
proposed approach with new methods and techniques
suited for crisis-related communication analysis.
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Figure 4: Networks of named entities: the left graph represents entities of class ORGANIZATIONS for press
releases from the COVID-19 domain, and the right graph represents entities of class PERSONS for press releases

from the RUW domain.
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