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Abstract. In the context of increasing environmental 
concerns and the global imperative to optimize energy 
usage, artificial intelligence (AI) emerges as a 
powerful tool for achieving sustainable development 
goals. However, the complexity of many AI models - 
often referred to as “black boxes” - poses significant 
challenges in critical domains such as energy 
management. This paper explores the application of 
explainable artificial intelligence (xAI) techniques to 
enhance the transparency and reliability of machine 
learning models used for predicting energy 
consumption in smart buildings. The study focuses on 
analysing energy inefficiencies in modern residential 
buildings and aims to support more informed and 
sustainable decision-making. Using a dataset 
containing structural and physical features of 
buildings, a predictive model was developed based on 
the Random Forest regression algorithm. To interpret 
and explain the model’s predictions, two xAI methods 
- LIME (Local Interpretable Model-agnostic 
Explanations) and SHAP (SHapley Additive 
exPlanations) - were applied. The results demonstrate 
that both xAI techniques effectively identify the key 
features influencing heating load predictions, thereby 
providing actionable insights into energy-saving 
strategies. Particularly, SHAP offers both local and 
global interpretability through advanced 
visualizations, making it a valuable tool for 
stakeholders aiming to implement environmentally 
responsible policies. Furthermore, the combination of 
machine learning and xAI methods fosters trust and 
accountability in AI-driven energy management 
systems. This work shows how AI can contribute to 
environmental sustainability by optimizing energy 
consumption, while also highlighting the value of xAI 
as a tool for transparent and responsible AI practices. 
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