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Abstract. With the implementation of the General Data
Protection Regulation (GDPR), it is now required to
obtain explicit user consent before using any data
about them. The way cookie consents are designed can
directly affect an individual's ability to make an
informed privacy decision. Because of this, a lot of
websites use dark patterns, a term described as a visual
pattern used to trick users into choosing options that
are not in their best interests. To evaluate the presence
of dark patterns in the public sector, a sample of the
100 most popular Croatian public sector websites,
based on the Tranco list, was analyzed. This analysis
found that over 96% of websites with cookie consent
used some form of dark patterns. Although most of
them have all the options listed that they should have
according to the legal obligations, not all options are
easily accessible, such as the ability to reject the
consent with a single click. Providing users with easily
understandable information, making it simple to accept
or reject cookies, and allowing users to easily change
their preferences are all components of good cookie
consent design.
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1 Introduction

Gartner hype-cycle for emerging technologies for 2024
has ranked delivering human-centric security and
privacy as one of the four main themes (Gartner, 2024).
This demonstrates how the focus is shifting from quick
solution delivery to safe solution implementation,
highlighting the importance of incorporating security
and privacy measures into user interface design. One
of the related initiatives is usable privacy and security
research, focused on designing usable privacy
interfaces to help users make better privacy decisions
(Distler et al., 2021). Usable privacy researchers deal
with various segments of privacy-related topics in the
field of human-computer interaction, one of which is
the provision of usable privacy notices (Fischer-
Hiibner and Karegar, 2024). Because dark patterns
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directly contradict these core principles, they have thus
emerged as a highly interesting research topic.

Dark patterns, first introduced by Henry Brignull in
2010, attempted to explain how websites deceive users
through their user interface (Alharbi, Albesher, and
Wahsheh, 2023). It defines that: “Deceptive design
patterns (also known as ‘dark patterns’) are tricks used
in websites and apps that make you do things that you
didn’t mean to, like buying or signing up for
something” (Brignull et al., 2023).

Because dark patterns draw attention away from
ethics, transparency, and fair business practices, they
pose a serious threat to e-commerce websites in
particular. Moreover, the European Directive
2005/29/EC on unfair commercial practices has
recognized the dark pattern as a potential threat in the
form of manipulative practices (European
Commission, 2022). Other organizations, such as the
Organization for Economic Co-operation and
Development (OECD), also deal with this topic by
trying to create a definition and taxonomy of dark
patterns in order to be able to recognize the
characteristics of dark commercial patterns (OECD,
2022).

However, other areas besides retail are also
affected; more than 90% of 243 e-government websites
have dark patterns in their user interfaces (Alharbi et
al., 2023). Generally, dark patterns are common in
European Union (EU) countries, where at least one
dark pattern was present in 73 of 75 websites and apps
studied (European Commission, 2022). A newer study
conducted in June 2024 by the International Consumer
Protection and Enforcement Network (ICPEN) showed
that 76% of 642 websites and apps worldwide had
some form of dark pattern, while nearly 67% used
multiple combinations of dark patterns (ICPEN, 2024).
Such data show that the situation has improved
recently, but there is still a strong presence of dark
patterns globally.

Usually, research was focused on popular domains
such as e-commerce websites and news outlets (Mathur
etal.,2019; Soe et al., 2020). There is a lack of research
focused on public sector websites.
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Public sector websites are expected to protect user
privacy in order to uphold the integrity and sovereignty
of public institutions in relation to private sector
companies (Segrensen and Kosta, 2019). The aim of this
research was to examine the extent to which public
sector websites in Croatia employ dark patterns
(manipulative design practices) to obtain user consent.
The novelty of this research lies in the fact that no prior
study has specifically examined public sector websites
in this context. Research questions were as follows:

e Which categories of dark patterns are most
commonly used in cookie consent interfaces
present on public sector websites in Croatia?

e What additional characteristics of cookie consent
interfaces should be improved to enhance user
control (e.g., number of options, clicks needed to
reject consent)?

The structure of this paper is as follows: Section 2
explains background and related work; Section 3
describes the utilized methodology for sampling
websites; Section 4 presents the results of the analyzed
dark patterns; Section 5 discusses the findings and
concludes the work.

2 Background

2.1 Dark Patterns Categories

Dark patterns in terms of cookie consent interfaces can
be described as any design practices that can lead users
to unknowingly consent to data collection, which is not
in line with their privacy preferences (Kitkowska,
2023). Colin Gray has made a comprehensive
classification of dark patterns, putting them into five
key categories: (1) Nagging, (2) Obstruction, (3)
Sneaking, (4) Interface interference, and (5) Forced
Action (Gray et al., 2018). In Table 1, key categories
of dark patterns are briefly described with examples.

Table 1. Classification of dark pattern categories
(Gray et al., 2018)

Dark pattern | Description Example

Nagging The user's desired task Pop-ups,
is interrupted by audio
unrelated tasks. notices

Obstruction | The interaction is being | Unequal
made more challenging | paths
than it should be.

Sneaking An attempt to hide, Delayed
mask, or delay the disclosure
disclosure of relevant of certain
information. costs

Interface Any kind of interface Highlighted

interference | manipulation that favors | buttons,
certain actions over discolored
others. text

Forced Any situation where the | Required

action user needs to performa | action
certain action in order (cannot be
to proceed. canceled)
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In analysis, emphasis was on analyzing five main
dark patterns, following described classification. Since
several authors have done research based on these
categories, they were chosen as a basis for evaluating
the websites. Additionally, a similar taxonomy was
followed by the OECD (2022), which further
strengthened the reliance on these theoretical
descriptions of the dark pattern.

Dark patterns are successful due to their reliance on
human psychology, which involves common
psychological tricks to compel users to take specific
actions, such as the default effect, status quo, and
framing (Jakobi and von Grafenstein, 2023). Related
work on dark patterns has shown that interface
interference and obstruction were the most common
categories, while nagging was less frequently observed
in news outlets (Soe et al., 2020). Although interface
interference patterns and obstruction were present in
the shopping category, Mathur et al. (2019) found that
manipulations relying on language and emotional
appeal were more common.

Similar work has been done by authors who
manually evaluated the presence of dark patterns in
websites (Mehrnezhad, 2020; Soe et al., 2020), as well
as more recent initiatives that attempt to automatically
detect dark patterns (Kirkman, Vaniea, and Woods,
2023). Recent work has focused on exploring the
impact of different cookie consent designs on user
decision making (Berens et al., 2024; Bielova et al.,
2024), putting effort into developing bright patterns as
a solution to exploit psychological tricks to the user's
advantage.

2.2 Cookie consent

Due to the notice and choice mechanism present in
cookie consents, the use of dark patterns is very
popular among them (Habib et al., 2022). According to
the GDPR, the term “consent” means any freely given,
specific, informed, and unambiguous indication of a
user’s desire (Alharbi et al., 2023). Some dark patterns
can be considered as a violation of the GDPR, although
many sophisticated patterns fall into the "gray" zone,
i.e., are not expressly regulated. Research conducted
shortly after the GDPR was introduced in 2019 showed
that 99% of 300 websites with Scandinavian or English
content didn’t allow users to refuse consent with a
single click (Hu and Sastry, 2019). This violates the
right of an individual to have the option to choose to
refuse a cookie.

A significant increase in the number of cookies was
found immediately after the introduction of GDPR,
with 80% of the top 100 sites in the United Kingdom
having implemented some form of cookie in 2019 (Hu
and Sastry, 2019). A recent study from 2023 showed
that the situation remains largely unchanged; in fact,
looking at the global level, 50% of websites still do not
have cookie consent, although the situation is better in
European countries (Alharbi et al., 2023). In particular,
one study discovered that websites outside of the EU
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have less well-executed cookie design interfaces,
giving consumers fewer options to make well-
informed privacy decisions (Hu and Sastry, 2019).
According to a survey of 3,947 respondents, users have
developed a default cookie acceptance habit, which
makes it even more important to offer a simple way to
refuse consent (Bielova et al., 2024).

3 Methodology

3.1. Selection of website sample

As an initial sample, websites from the Tranco list (ID
VQ2VN) were taken (Pochat et al., 2018). The Tranco
list was chosen because it uses data from five different
sources to appropriately rank the most popular
websites. The website rankings were taken for a period
of one month (from 03 May 2025 to 01 June 2025). An
additional advantage of this list is that it only studies
top-level domains, excluding their subdomains, which
usually have the same cookie consent design. Also, it
has been used in a large number of works, and it has an
ID that can be used to easily track the list of web pages,
which improves the research's reproducibility.

3.2. Identifying website categories

From the Tranco list, websites with the ".hr" domain
were chosen, as this stands for Croatia's country code
top-level domain. Since the term public sector websites
includes a number of websites, the websites belonging
to the public sector are identified first. Accordingly,
websites were included in the analysis if they belonged
to one of the three categories listed:

1) Government bodies and administration
websites - this included government,
ministries, agencies, offices, and counties

2) Public institutions websites - this included

institutes, agencies, centers, universities,
hospitals, and museums
3) State-owned companies websites -

organizations that are majority owned by the
state (e.g. post, transport, etc.)

3.3. Procedure

After the sample of websites was chosen, each website
was analyzed to determine the presence of dark
patterns. Prior to the analysis, a structured form was
prepared to standardize the evaluation process. This
form included information such as the website
category, the presence of cookie banners, the position
of the cookie banner, the number of options available
to users, the applicable dark pattern categories, and
other relevant characteristics. To ensure consistency in
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the website analysis process, the identification of dark
pattern categories was guided by the examples and
classification framework outlined in the theoretical
section of this paper, based on the work of Gray et al.
(2018).

Each website was manually reviewed by visiting its
homepage from a web browser in private (incognito)
mode. This approach was employed to ensure that prior
browsing history or stored cookies would not affect the
results of the analysis, such as the presence of cookie
consent banners. A detailed checklist based on the
standardized form with dark pattern categories and
other observed characteristics was completed for each
website. During the evaluation, cookie consent screens
were taken so that they could be analyzed later and
utilized to clarify particular dark patterns. Furthermore,
in order to ensure that only legitimate public sector
websites were included in the sample, each website
was manually verified to confirm that it belonged to
one of the following categories: government bodies
and administration websites, public institutions
websites, or state-owned companies websites.

4 Results

Following a detailed website selection procedure, 100
websites from the Tranco list were selected to provide
a sample of Croatian public sector websites. The
analysis revealed that 75% (75 out of 100) of the
examined websites had a cookie consent interface,
while the remaining 25% (25 out of 100) did not have
any form of cookie consent implemented. The
examination of dark patterns proceeded only with those
websites that had implemented a cookie consent
interface.

Out of the 75 websites that had cookie consent,
96% (72 of them) had some form of dark pattern, while
4% (3 of them) had no dark pattern present. Fig. 1
shows the overall frequency of dark pattern categories
identified in cookie consent notices. The most
frequently observed dark pattern categories were
interface interference and obstruction, each identified
on 28 websites, followed by forced action on 25
websites, and nagging, which appeared on 4 websites.

28 28
25
25
20
15
10 1
5
o W

Nagging

Number of websites

Interface  Forced action
interference

Obstruction

Category of dark pattern

Figure 1. Frequency of dark pattern categories observed in
cookie consent interfaces on Croatian public sector websites
(N=75)
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The interface interference category comprises four
key subcategories: (1) aesthetic manipulation, (2) false
hierarchy, (3) preselection, and (4) hidden information
(Gray et al., 2018). Fig. 2 shows the distribution of
specific subcategories within the interface interference
category (N = 28), where aesthetic manipulation by
colour was the most frequent subcategory (20
websites), to a lesser extent were represented false
hierarchy (8 websites), hidden information (7
websites), and preselection (4 websites) subcategory.
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Figure 2. Frequency of interface interference subcategories
observed in cookie consent interfaces on Croatian public
sector websites (N =28)

4.1 Website Category

The analysis also examined the number of dark
patterns present within each category of public sector
websites. Fig. 3 illustrates the distribution of dark
pattern categories across various types of public sector
websites.

State-owned companies 14 5 21

Government bodies and

administration (1=l 5 Ei2

Public institutions 2 13 18 14 0

0 10 20 30 40 50

Nagging Obstruction

Interface interference Forced action

No dark patterns

Figure 3. Frequency of dark pattern categories across
different types of Croatian public sector websites (N = 75)

As shown in Fig. 3, nagging, forced action,
interface interference, and obstruction were present in
all three categories. The most frequent pattern in state-
owned companies and public institution websites was
interface interference, while obstruction was mostly
present in government bodies and administration
websites (in 11 examined websites).
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4.2 Cookie Banner Position

The analysis also examined the positional placement of
cookie banners on each website. Fig. 4 shows that
cookie banners were predominantly positioned in the
footer of the website (63 of them), less frequently in
the middle (8 of them), and rarely in the header of the
websites (4 of them). Additionally, several websites
did not have any cookie banner implemented (25 of

them).
63
60
50
40
30 25
20 g
10 4
0 - ||

Middle

Number of websites

Footer  No cookies Header

The position of cookie banner

Figure 4. Frequency of cookie banner positions observed in
Croatian public sector website (N=100)

4.3 Number of Options in Cookie Consent

To evaluate the extent of user autonomy in managing
consent, the analysis examined the number of options
available to users within cookie consent interfaces, on
websites where cookies were present (N = 75). Fig. 5
shows that websites offering two options were the most
prevalent (47%, 35 of them), these typically included
options such as “Accept” and “Manage settings”,
allowing limited user control. Furthermore, websites
that provided only a single option were also
represented (29%, 22 of them), most commonly
through some variation of an "I agree", "Accept", or
"Continue" button. Lastly, in a somewhat smaller
proportion of cases (24%, 18 of them), three options
were offered, typically including “Accept,” “Reject,”
and “Customize” button, thereby allowing users
greater control over their cookie preferences.

Number of options

24% 29% 1 option
2 options
47% 3 options

Figure 5. Number of options available to the users in cookie
consent interfaces (N =75)
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4.4 Number of Clicks to Reject Cookie

Finally, the number of clicks required to reject a cookie
was analyzed. Fig. 6 shows that the majority of
websites (74.67%, 56 websites) do not explicitly
provide the option to reject cookies. Additionally, in
22.67% of cases (17 websites), users could refuse
consent with a single click, while in 2.67% of cases (2
websites), rejecting cookies required two or more
clicks.

No explicit reject button 56
1 click 17
2 or more clicks 2

0 20 40 60
Number of websites

Number of clicks

Figure 6. Number of user clicks required to reject cookie
observed in cookie consent interfaces on Croatian public
sector websites (N = 75)

4.5 Analysis of Dark Patterns Categories

As the categories of dark patterns are often intertwined
and there is no clear distinction between them, this
section details the criteria used to flag a website to a
particular dark pattern. The description of each dark
pattern was accompanied by a screen of the cookie
consent to illustrate its representation in the listed dark
pattern categories.

Nagging: The nagging category usually does not
have a strict division; one most frequent forms are pop-
ups that are hard to cancel. For example, before
accepting cookie consent, a pop-up window appears
asking whether the user wants to receive notifications
about privacy policy updates, which the user must
resolve in order to proceed. This was classified as a
nagging pattern since the user's access to the page is
interrupted by these options. Fig. 7 illustrates an
example of a nagging pattern.

Would you like to receive the latest information?

Figure 7. Example of a nagging pattern, a pop-up that
interrupts the user’s task

The second case, somewhat rarer, is the one in
which the privacy settings are changed twice. First,
cookie consent is accepted, and then immediately after
that, another simpler form of cookie consent appears.
This is classified as such a pattern because it burdens
the user with an unnecessary number of interactions
and information.
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Obstruction: The obstruction category includes
cases in which the process of accepting cookies must
proceed in several steps in order to make it difficult to
perform a certain action. In particular, this category
included all cases of unequal path, for example, where
in the initial view it was not possible to reject all
cookies in one click, instead the user had to go to the
privacy settings in order to change them. This was the
main criterion for selecting cookie consent in this
category, so it would not overlap with other dark
patterns categories. Fig. 8 shows an example of an
obstruction pattern where it is easier for the user to
click on “I accept everything” button than go to the
separate screen to change privacy settings.

This site uses cookies.

This website uses cookies. Please read our Privacy Policy or update
your cookie settings .

I accept everything. 1 accept only the
necessary

Figure 8. Example of obstruction pattern, only two options
present

Interface interference: The interface interference
was one of the main categories that included visual
manipulations with the user interface that could affect
the user's decision-making. Preselection is a common
interface interference subcategory that is based on a
default set or marked options that users usually accept
in order to quickly perform an action. These
subcategories included options in which checkboxes or
other options were predefined, except for the strictly
necessary cookies collection option. For example, the
"I agree" checkbox can be previously selected for
unnecessary cookies like marketing cookies, statistical
cookies, and so on.

Fig. 9 shows an example of a preselection dark
pattern where analytic cookies were selected by
default.

Privacy settings
In order to improve the functionality of our websites and provide a better

user experience, the Skole.hr portal uses cookies. Since they are essential for
the operation of the basic functionalities of the websites, these cookies are

Prikazi vise

> Necessary cookies Always enabled

Omoguceno ()

SAVE & ACCEPT

Figure 9. Example of preselection pattern, optional cookies
marked by default

> Optional cookies
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The second subcategory is aesthetic manipulation,
which included options in which one button was
visually emphasized relative to others, typically
through the use of color. For example, when the accept
button was prominently highlighted while the
remaining options appeared grayed out. Furthermore,
the false hierarchy subcategory comprised cases in
which two buttons were highlighted, while the third
option was weakly visible or expressed (e.g., the
"Accept" and "Reject" buttons were highlighted, while
the "Customize" option was weakly visible). The final
subcategory, hidden information, encompassed options
that were not easily visible, such as changing the
privacy settings hidden within the text, displayed in a
smaller font size, or displayed in the form of a link. Fig.
10 shows an example of interface interference
subcategory named aesthetic manipulation by colour,
where the “Allow” button is highlighted.

This website uses cookies to ensure you get the
best experience on our website. Learn more

Deny

Figure 10. Example of aesthetic manipulation by colour

Fig. 11 shows a false hierarchy pattern where not
all options are equally displayed (by size), and hidden
information pattern in which the “Cookie settings”
button is less noticeable.

In order to improve the functionality of our websites and provide a better user

ACCEPT

Figure 11. Example of false hierarchy and hidden
information dark pattern

experience, the Skole.hr portal uses cookies. Cookie settings

Forced action: The forced action
category included cookie consent interfaces that
compelled users to take action, or where users were
forced to accept cookies due to a limited choice. A
typical example of this option is where the user is only
informed that cookies are being used, by accepting an
option such as "I agree", "Continue", "Accept cookies",
or "Close" button (Fig. 12).

To provide you with a better user experience, this
site stores your cookies.

1 agree.

Figure 12. Example of forced action, only “I agree” button
present

5 Discussion and Conclusion

In this research, a detailed analysis of 100 websites was
carried out, with the aim of analyzing the presence of
dark patterns in Croatian public sector websites. With
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regard to the first research question, the most common
category of dark patterns observed was interface
interference and obstruction patterns.

However, interface interference dark pattern was
present due to its reliance on a strong psychological
effect, and the large number of subtypes that fell into
that category. Additionally, interface interference
patterns were common in e-government websites,
where dark patterns are often seen as highlighted
buttons and preselected options (Alharbi et al., 2023).
The European Commission (2022) study showed that
preselection (as a subtype of interface interference)
was the most popular dark pattern present in 41 out of
75 analyzed websites. However, the results present in
this research show that the preselection pattern was not
so common in public sector websites. This could be
because personalization and data collection are less
significant for public-sector websites than they are for
commercial platforms such as shopping, news, or
sports websites. For this reason, the preselection option
was not predominantly used on public sector websites,
as the goal was not to trick users into unknowingly
accepting analytical or other optional cookies.

Regarding second research question, the number of
options and clicks to refuse consent were examined
separately. The most common cookie banner positions
were located at the footer of the website. Previous
research also shows that the footer and middle of a
website are the most common places where cookies are
placed (Mehrnezhad, 2020; Soe et al., 2020). Although
it cannot be stated with certainty, the footer is generally
a suitable place for cookie consent interfaces, as it often
receives more user interaction (Utz et al., 2019).

Research conducted after GDPR was introduced
revealed that certain cookie consent did not allow users
to refuse consent with a single click (Hu and Sastry,
2019). As can be seen from the results of research
conducted in this paper, this number has not improved
significantly. This is concerning because the large
number of websites makes it difficult for the user to
find options for rejecting cookies. It is recommended
that future regulations mandate an explicitly visible
option for rejecting cookies.

The contribution of this work is evident in the dark
patterns analysis on public sector websites that have
not received sufficient attention in the literature. Thus,
this addresses the gap in understanding what dark
patterns are present on public sector websites and
further areas for improvement. It has also been
observed that a large number of sites do not have
cookie consent, which is acceptable only in cases when
they do not collect any data about users.

The limitations of this work refer to the fact that
only a small sample of popular public sector websites
was analyzed, to gain a more comprehensive
understanding, the research should be repeated using a
larger sample. In addition, the classification of dark
patterns itself is rather vague, and there are no strictly
defined rules about what belongs to which dark pattern
category. For this reason, comparisons should be taken
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with caution, because the very process of determining
whether something belongs to the dark pattern category
is quite subject to the researcher's assessment. Future
research should focus on defining criteria, such as a
checklist with detailed sub-criteria for categorizing
different types of dark patterns. This would facilitate
more objective assessments and allow for easier
comparison of results across studies. Usable privacy
research frequently includes experiments on a specific
prototype or scenario to better understand the user's
thinking and the impact of dark patterns (Fischer-
Hiibner and Karegar, 2024). Therefore, deeper research
and analysis of the human aspect of privacy and
security should be conducted. In addition to the future
initiatives, apart from the dark pattern analysis itself,
strengthening bright pattern practices should be
considered to reduce this gap.

The specific implications of the research suggest
that efforts should be made to minimize the appearance
of interface interference and obstruction patterns, as
they were observed in the majority of cases. Some of
these practices include placing buttons in the same
sizes and colours, as well as ensuring sufficient
visibility of all options. Despite the psychological
aspect of these patterns, mitigating their impact can be
achieved by educating users and increasing their
awareness of the good and bad cookie design practices.

Recommendations for future institutional practices
can be proposed for each website category to promote
ethical interface design. State-owned companies and
public institutions should focus on mitigating interface
interference patterns by avoiding deceptive visual
manipulations and ensuring a neutral design that
enables transparent user choices. Government bodies
and administration websites should primarily address
obstruction patterns by implementing a cookie consent
interface design that minimizes the number of actions
required for users to reject cookie consent. Since public
sector websites serve a large audience, a general
recommendation for all categories is to provide users
with simple and clear options to withdraw consent.
Implementing these practices is essential to strengthen
the citizens' trust in public sector websites.
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