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Abstract. Open Data, publicly available in machine-
readable formats, is a crucial resource driving 
transformative changes globally. This research uses a 
systematic literature review to explore the synergies 
between Open Data and the growth of artificial 
intelligence, including machine learning and deep 
learning. The goal was to investigate how integrating 
Open Data with AI/ML/DL techniques creates 
intelligent industry solutions. Using the PRISMA 
framework, the paper analyzes key findings, 
highlighting Open Data's impact on technological 
innovation. It also identifies primary data sources for 
these studies and provides background insights, 
methodology, results, and conclusions based on the 
review's insights. 
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1 Introduction 

According to the Law on Electronic Administration of 
the Republic of Serbia (Zakon o elektronskoj upravi | 
Paragraf Lex propisi, 2018), and also the Open Data 
Handbook (What Is Open Data?, 2024), Open Data 
(OD) are data that are publicly available for reuse, 
along with metadata, in a machine-readable and open 
format. Accessible worldwide, open data empowers 
governments, businesses, and entrepreneurs to ignite 
healthcare, education, and agriculture revolutions. 
These freely available data, accessible online, play a 
pivotal role in steering social and economic 
transformations. Innovations propelled by data 
contribute to heightened government transparency and 
efficiency, nurture business prospects, generate 
substantial economic benefits, and address urgent 
social challenges (Open Data and AI: A Symbiotic 
Relationship for Progress | Data.Europa.Eu, 2023). 

We are witnessing the exponential development of 
artificial intelligence and various segments of AI, such 
as machine learning (ML), deep learning (DL), natural 

language processing (NLP) etc. Today, these 
technologies enhance and boost all aspects of human 
life. In the context of large amounts of data, advanced 
methods and techniques can be used for the analysis of 
such data, obtaining meaningful outputs, as well as 
intelligent solutions that can find practical applications 
in everyday life. For instance, advanced technologies 
can significantly support business processes and 
process mining, given that this field requires extracting 
knowledge from vast amounts of data (Dakic et al., 
2019). 

As mentioned, open data holds tremendous 
potential as a source of information for creating 
solutions that can improve all aspects of life. In 
scientific literature, many authors encounter the 
problem of data scarcity, which slows down their 
research. In many scientific papers within the context 
of humanities and medical sciences, authors such as 
(Adler et al., 2022; Norori et al., 2021), emphasize the 
importance of sharing data and materials for the easier 
implementation of technologies and the detection of 
anomalies, leading to faster treatments. The authors 
(Rosés et al., 2021) emphasize the importance of 
opening various datasets for further research to make 
progress in the field of crime detection more efficient. 
This is done to enable the development of spatial crime 
simulations that contribute to understanding the 
mechanisms that drive crime (Rosés et al., 2021). 

This paper represents a systematic literature review 
(SLR) providing insights into the current state of the 
field in the context of open data usage, exploring where 
researchers gather data and which contemporary 
techniques from the AI, ML, and DL domains they 
employ to create intelligent solutions. To achieve the 
defined research objectives, SLR was conducted using 
Preferred Reporting Items for Systematic Reviews and 
Meta-Analyses (PRISMA). The main contribution of 
this paper is to gain insights into the previous 
application of AI/ML/DL methods and techniques on 
OD, as well as to identify the primary data sources for 
these studies over 5 years (2018-2023). Consequently, 
this may be significant for researchers in the future 
when it comes to easier identification of suitable 
datasets. Key research questions were formulated, 



along with inclusion and exclusion criteria for the 
works. The results are presented in the paper. 

The rest of the paper is organized into the following 
sections: Section 2 introduces the background, 
providing an overview of the fundamental concept of 
OD and advanced methods and techniques in the 
context of AI/ML/DL. Section 3 presents related work, 
Section 4 describes the methodology, Section 5 
presents the research results, then Section 6 presents a 
discussion. Finally, in Section 7, conclusions are drawn 
based on the results obtained and the review conducted. 

2 Background  

As mentioned previously, Open Data (OD) represents 
data that is publicly available, accompanied by 
metadata, in formats that enable its use and reuse. The 
OD initiative fosters the development of various 
sectors and promotes data accessibility for everyone's 
use. Its goal is to encourage transparency and enable 
equal participation in problem-solving and innovation 
for all. OD can be used in many fields, and most 
importantly in the public sector, like public finance 
researched in (Komosar & Kijanovic, 2023), and 
education (Kijanovic & Komosar, 2023). Many papers, 
like those mentioned, provide background on the 
importance of using OD and highlight the significance 
of utilizing OD for various purposes. 

Governments worldwide often release data, known 
as Open Government Data (OGD). Many researchers 
utilize open data from various platforms, and the 
authors in the paper mention that frequently used 
platforms include Kaggle, GitHub, Socrata, CKAN, 
DKAN, etc. (Ali et al., 2022). 

The latest reports from the European Union 
emphasize the immense potential of artificial 
intelligence, especially when combined with open data. 
This synergy unlocks new possibilities, not only for 
extracting fresh insights from open data but also for 
leveraging AI in novel applications (Open Data and 
AI: A Symbiotic Relationship for Progress | 
Data.Europa.Eu, 2023). 

Open data enables researchers to utilize extensive 
datasets for testing and scaling their studies and 
algorithms, overcoming the challenge of accessing real 
databases. The lack of access or insufficient data can 
significantly hinder the development of data-driven 
technologies while harnessing this power can enhance 
various industrial processes.  

Data and technology enhance the industry. Authors 
(Lopes et al., 2024) stress the importance of precise 
production data for digital twin models. They tackled 
data scarcity by simulating production lines and 
generating artificial data to support deep neural 
network algorithms. Open data not only promote 
transparency and collaboration in the research 
community but also serves as a valuable foundation for 
advancing industry technologies. 

In the subsequent work, insights into the current 
state of utilizing AI, ML, or DL with OD, using 
publicly available and open datasets, will be aimed to 
be gained. 

3 Related Work 

The paper (Hurbean et al., 2021) conducts an SLR on 
the integration of OD and ML in smart cities (SC). It 
examines ML applications across six smart city 
domains using OD, identifying trends, challenges, and 
potential solutions. It concludes that OD-based ML 
applications show promise in addressing urban 
challenges but also highlight data quality and 
consistency challenges.  

The authors in (Wirtz et al., 2022) explore the link 
between open government data (OGD) and the digital 
economy, emphasizing OGD's potential for innovation 
and economic growth. Conducting an SLR synthesizes 
existing knowledge into a theoretical framework and 
suggests a research agenda for information systems and 
digital business research. Its conclusions stress OGD's 
importance for driving innovation and economic value, 
highlighting a research gap in integrating OGD 
concepts with digital business research.  

The paper (Brinkhaus et al., 2023) concludes that 
the future of AI applications in chemistry relies heavily 
on open data initiatives. It emphasizes the necessity of 
open data infrastructures. Additionally, it underscores 
the importance of open-source software and molecular 
string representations in advancing AI research in 
chemistry. The study suggests that sharing curated data 
and trained models with the public will accelerate 
growth in the field. It calls for maintaining high data 
standards and leveraging public cloud infrastructures 
to expedite advancements in AI-powered molecular 
informatics. 

The presented papers provide insights and answers 
to research questions that are concretized through 
specific examples. Given that no literature review has 
been conducted so far that could cover general 
questions applicable to each area, one has been carried 
out below. 

4 Methodology 

A systematic literature review (SLR) serves the 
purpose of systematically analyzing, synthesizing, and 
evaluating available research and papers in a specific 
field. This approach allows researchers to create a 
comprehensive overview of relevant studies and 
literature on a particular topic. An SLR aids in 
identifying key findings and shortcomings in research 
and provides a foundation for further investigation.  

For this SLR, we used methodology based on 
Barbara Kitchenham's guidelines for performing 
Systematic Literature Reviews (Kitchenham & 



Charters, 2007), and Preferred Reporting Items for 
Systematic Reviews and Meta-Analyses (PRISMA). 
According to (Moher et al., 2009), it consists of four 
phases: Identification, Screening, Eligibility, and 
Included phase. 

4.1 Search Strategy 
We used the Scopus index database for this literature 
review with a query string:  

("artificial intelligence" OR "AI" OR 
"Machine learning" OR "ML" OR "Deep 
Learning" OR "DL")  

AND 
 ("Open Data" OR "Open Government 

Data")  
AND  
PUBYEAR > 2017 
Access was granted to open-access papers, 

meaning they are under a specific Creative Commons 
license. 

 

4.2 Research questions and inclusion and 
exclusion criteria 

To gain a clear understanding and achieve the objective 
of this review, we have formulated four research 
questions:  

1. Which methods and techniques of AI/ML/DL 
are predominantly used with OD? (RQ1) 

2. Which databases are most commonly used for 
downloading OD? (RQ2) 

3. What are the strengths and limitations of 
different AI techniques in OD? (RQ3) 

4. What is the main purpose of research and the 
use of AI/ML/DL methods and techniques on 
the utilized open data? (RQ4) 

To enhance the SLR's effectiveness, we defined 
inclusion and exclusion criteria. The inclusion criteria 
are:  

1. The paper must primarily focus on applying 
various AI, ML, and DL methods and 
techniques to OD. (IC1) 

2. The paper must contain the source of the Open 
Dataset, e.g. reference, name of official 
source/platform, or similar. (IC2) 

3. The paper must describe a method or technique 
applied to OD, provide insight into the 
algorithm, or include a link to the code in open 
form. (IC3) 

4. The paper that qualitatively describes the 
measured performance of the applied method 
or technique. (IC4) 

5. The paper must be published after 2017. (IC5) 
6. The paper must be written in English. (IC6) 
7. The paper must be an article or conference 

paper. (IC7) 
8. Paper must be open accessed. (IC8) 
The exclusion criteria are: 

1.  Papers that do not contain the materials 
needed to answer the research questions. 
(EC1) 

2. If the paper is centered around ML/AI/DL or 
another technique but does not present a solution 
related to OD, it will be excluded. (EC2) 

4.3 SLR Workflow based on PRISMA 
Workflow 

Based on the query string, we conducted the PRISMA 
workflow shown in Fig. 1. The query result on the 
Scopus database listed 705 papers, and we excluded 77 
based on paper type and 16 based on language. In the 
screening phase, we had 612 papers, where we 
excluded 272 papers based on abstract and title. In the 
next step of this phase, we screened full-text papers, 
340 ones, and excluded 44 papers based on open access 
even though we marked open access on Scopus. And 
last, we excluded 260 papers based on exclusion and 
inclusion criteria. In the end, a total of 36 papers were 
included in the review. 

 
Figure 1. PRISMA Workflow diagram 

5 Results 

Within this section, the results obtained through the 
literature review will be presented. A significant 
increase in the number of papers is observed, especially 
in the year 2023 (33,3%), where the majority of 
selected papers for review were published in that year. 
Additionally, most of the papers are Journal Articles. 
This can be correlated with the development of 
AI/ML/DL in recent years and the increasing 
availability of OD. 

Since visualization is crucial and aids in 
simplifying the conduct of SLR (Stefanovic et al., 
2022), the RQ1, RQ2, and RQ4 have been answered in 
a tabular format. 



To obtain an answer to RQ1, Table 1 was created, 
which roughly describes the methods and techniques 
mentioned in the primary papers on open data. In 
certain papers, multiple methods and techniques were 
employed, allowing for an experimental insight into 
which ones exhibit greater efficiency. 

The majority of selected papers in their research 
utilize CNN, precisely 35,3% of them. The papers 
provide detailed explanations of the architectures used, 
with the highest number of works employing variations 

of U-Net (Garcia-Pedrero et al., 2019; Mainali et al., 
2023; Rutherford et al., 2022; Stewart et al., 2020). 
Subsequently, researchers predominantly employ 
Random Forests for regression and classification. As 
can be seen in the results, many researchers use 
different machine learning methods in the context of 
regression and classification to test which ones perform 
better on the data and yield better results. 14,71% were 
used for clustering.  

.

Table 1. Utilized methods and techniques in primary studies 
Subfield 
of AI 

Methods/techniques Primary studies N % 

ML 

Regression 
models 

Random Forest (RF) (Boeke et al., 2019; Meneghetti et al., 2023; Nai et al., 2023; Pareeth 
et al., 2019; Pargent et al., 2023; Shulajkovska et al., 2023) 

15 22,06% 

Support Vector Regressor (SVR) (Boeke et al., 2019; Shulajkovska et al., 2023) 
Logistic Regression (LR) (Ma & Faye, 2022; Shulajkovska et al., 2023) 
Linear Regression (LNR) (Cocca et al., 2020; Shulajkovska et al., 2023) 
Elastic Net (Shulajkovska et al., 2023) 
Gradient Boosting Regressor (Shulajkovska et al., 2023) 
Bayesian Ridge (BR) (Shulajkovska et al., 2023) 

Classification 
models 

Random Forest (Boeke et al., 2019; Ma & Faye, 2022) 

11 16,18% 

Support Vector Machine (SVM) (Boeke et al., 2019; Ma & Faye, 2022; Mizuno et al., 2022) 
Support Vector Regression (SVR) (Shulajkovska et al., 2023) 
K-nearest neighbor (k-NN) (Boeke et al., 2019; Shulajkovska et al., 2023) 
Adaboost (Ma & Faye, 2022) 
Extreme tree classifier (ETC) (Verhegghen et al., 2022) 
Decision Tree (DT) (Shulajkovska et al., 2023) 

Clustering 
models 

K-means (Mizuno et al., 2022; Trento Oliveira et al., 2023) 

10 14,71% 

DBSCAN (Carter et al., 2021; Mazurek & Hachaj, 2021) 
OPTICS (Mazurek & Hachaj, 2021) 
Gradient Boosting Classifier (GBM) (Ruiz-Rizzo et al., 2022; Veigel et al., 2023) 
LightGBM (H. Liu & Ma, 2023; Ruiz-Rizzo et al., 2022) 
XGBoost (Verhegghen et al., 2022) 

Visual pattern mining (VPM) (Balaniuk et al., 2020) 1 1,47% 
Extremely Randomized Tree (ERT) (Jin et al., 2022) 1 1,47% 
Stochastic Gradient Descent (SGD) (Shulajkovska et al., 2023) 1 1,47% 

DL 
 

Deep learning-based side-channel analysis (Imafuku et al., 2023) 1 1,47% 
GNN  (Holmberg et al., 2023) 1 1,47% 
ANN (Sulavko, 2022) 1 1,47% 

RNN  (Rajan et al., 2020) 2 2,94% LSTM  (Ma & Faye, 2022) 

CNN 

DeepLavV3+ (Edpuganti et al., 2023; Touzani & Granderson, 2021) 

24 35,3% 

Faster R-CNN (Chen et al., 2021) 
YOLO (Chen et al., 2021; Mazurek & Hachaj, 2021) 
DarkCovidNet (Harkness et al., 2022) 
COVID-Net (Harkness et al., 2022) 
CoroNet (Harkness et al., 2022) 
U-Net (Garcia-Pedrero et al., 2019; Mainali et al., 2023; Rutherford et al., 

2022; Stewart et al., 2020) 
Mask R-CNN (Carter et al., 2021) 
RS-NET (Jeppesen et al., 2019) 
Twin CNN (P. Liu et al., 2019) 
Multilayer CNN (Sulavko, 2022) 
LUN-BiSeNetV2 (Zhang & Zhang, 2023) 
MobileNet (Mazurek & Hachaj, 2021) 
RetinaNet (Mazurek & Hachaj, 2021) 
MAML-CNN-LSTM-Attention-based 
model 

(Xu et al., 2023) 

Fully CNN (FCN) (Balaniuk et al., 2020) 
No concrete type specified (Berlanga et al., 2022; Fibæk et al., 2021; Rajan et al., 2020) 

 
In summary, multiple ML models and techniques 

are used, highlighting that many researchers use a 
variety of them in their work for comparisons and 
similar purposes. As mentioned earlier, DL methods, 
are predominantly used, often combined with some 
other ML methods alongside convolutional neural 
networks. RQ2 is intended to provide an answer to the 
most common data source for researchers within the 
selected papers. Table 2 provides an insight into the 
answer to this question, and the papers were selected 
based on the origin of the data. 

If the datasets are from official portals of cities, 
countries, or any institutions related to the state and are 

state-owned, they are presented as such. All individual 
datasets are presented separately. Each referenced 
paper indicates where the data was collected from. The 
answer to RQ2 can be seen in Table 2, indicating that 
researchers most commonly find relevant datasets on 
official open data portals belonging to public and state 
institutions. These data can then be partly classified as 
open government data. Indeed, in practice, it is 
observed that governments worldwide are creating 
many initiatives for data openness. In addition to these 
portals, Kaggle has significantly assisted researchers in 
finding data in the selected papers, and other sources 
are also listed. This insight into sources is significant 



in aiding researchers in easily locating data that is in an 
open format and available for sharing, distribution, and 
reuse. 

It is important to emphasize that, based on the 
inclusion and exclusion criteria, all reviewed articles 
are publicly available, and each one provides the exact 
data source, which can be useful for researchers. 

To address RQ3, focusing on the strengths and 
limitations of AI applied to open data, researchers have 
consistently highlighted several critical aspects. The 
majority have mentioned challenges related to data 
quality (Cocca et al., 2020; Meneghetti et al., 2023; 
Mizuno et al., 2022; Veigel et al., 2023), followed by 
data inhomogeneity (Moher et al., 2009) and 
limitations in the available data (Rutherford et al., 
2022; Stewart et al., 2020). Additionally, the authors 
emphasize the necessity for statistical analysis to assess 
the accuracy and reliability of models (Shulajkovska et 
al., 2023). Concerns regarding model obsolescence 
(Cashman et al., 2016; Hurbean et al., 2021) and issues 
related to generalization (Mizuno et al., 2022). 

Table 2. Source of datasets 
Source of dataset Primary studies % 
Government or 
public institutions 

(Carter et al., 2021; Chen et al., 2021; 
Cocca et al., 2020; Ma & Faye, 2022; 
Meneghetti et al., 2023; Mizuno et al., 
2022; Ruiz-Rizzo et al., 2022; Veigel et al., 
2023; Zhang & Zhang, 2023) 

25,2% 

Airconstructor (Sulavko, 2022) 2,8% 
AmesHousing; 
Titanic 

(Pargent et al., 2023) 2,8% 

ASCAD (Imafuku et al., 2023) 2,8% 
ANAC (Nai et al., 2023) 2,8% 
CERN OD Portal (Holmberg et al., 2023) 2,8% 
Copernicus (Balaniuk et al., 2020; Verhegghen et al., 

2022) 5,6% 

GDSC (P. Liu et al., 2019) 2,8% 
GIS (Touzani & Granderson, 2021) 2,8% 
Kaggle (Edpuganti et al., 2023; Rajan et al., 2020; 

Stewart et al., 2020; Xu et al., 2023) 11,2% 

Landstat 8 (Jeppesen et al., 2019; Pareeth et al., 2019) 5,6% 
Kitti (Mazurek & Hachaj, 2021) 2,8% 
LPIS (Garcia-Pedrero et al., 2019) 2,8% 
ODR (Berlanga et al., 2022) 2,8% 
OPENAQ (Jin et al., 2022) 2,8% 
OpenNeuro (Rutherford et al., 2022) 2,8% 
OSF (H. Liu & Ma, 2023; Mainali et al., 2023) 5,6% 
RICORD (Harkness et al., 2022) 2,8% 
Sentinel 1/2 (Fibæk et al., 2021) 2,8% 
Urbanite (Shulajkovska et al., 2023) 2,8% 
WorldPop (Trento Oliveira et al., 2023) 2,8% 
ICEAS (Boeke et al., 2019) 2,8% 

The identified key strengths of implementing AI on 
OD include the enhancement of public administration 
systems through machine learning (Nai et al., 2023), 
machine learning models providing information about 
factors predicting outcomes while offering specific 
predictions for each case (Ruiz-Rizzo et al., 2022), and 
the use of open data that additionally supports research 
in this field (Jin et al., 2022). 

To answer RQ4, papers and their purposes were 
observed, i.e., the purposes for which they used 
different methods and techniques on open data were 
examined. Table 3 provides an insight into the focus of 
the selected papers. All papers are grouped into several 
categories, depending on whether they propose a new 
solution (method, model, approach), are of a research 
nature, or involve analysis, comparison, or 

enhancement of existing systems. Some papers deal 
with the development of a new approach or method. 

The majority of papers focus on proposing a new 
approach, model, or method, which is certainly since 
AI/ML/DL methods and techniques are quite 
promising and applicable in practice. Considering the 
huge potential of open data, the application of modern 
methods and techniques with open data can 
significantly influence the development and proposal 
of new methods, models, and approaches to problem-
solving. Moreover, many research papers use open 
data, as well as analyses and comparisons of existing 
methods and techniques. 

Additionally, it is important to emphasize that most 
of the papers are published in journals with a good 
impact factor (IF). Some of the papers are published in 
journals with excellent impact factors, such as (Mizuno 
et al., 2022) with 12,4 IF, and (Fibæk et al., 2021) with 
7,6 IF. 

Table 3. Research goal/purpose 
Purpose Primary studies % 

Proposing 

Method (Chen et al., 2021; Jin et al., 2022; 
Mizuno et al., 2022; Stewart et al., 
2020; Zhang & Zhang, 2023) 

14% 

Model (Sulavko, 2022; Xu et al., 2023) 5,6% 
Approach (Fibæk et al., 2021; Ma & Faye, 

2022; Mazurek & Hachaj, 2021; 
Touzani & Granderson, 2021) 

11,2% 

Exploratory (Balaniuk et al., 2020; Carter et al., 
2021; Edpuganti et al., 2023; Garcia-
Pedrero et al., 2019; Holmberg et al., 
2023; Nai et al., 2023; Ruiz-Rizzo et 
al., 2022; Veigel et al., 2023) 

22,4% 

Developing 
approach/method 

(Berlanga et al., 2022; Pareeth et al., 
2019; Shulajkovska et al., 2023) 8,4% 

Analysis (Harkness et al., 2022; Mainali et al., 
2023; Meneghetti et al., 2023; Rajan 
et al., 2020; Trento Oliveira et al., 
2023; Verhegghen et al., 2022) 

16,8% 

Comparison (Boeke et al., 2019; Cocca et al., 
2020) 5,6% 

Improvement of already 
existing solutions 

(Imafuku et al., 2023; H. Liu & Ma, 
2023; P. Liu et al., 2019; Rutherford 
et al., 2022) 

11,2% 

Other (Jeppesen et al., 2019; Pargent et al., 
2023) 5,6% 

 

6 Discussion 

The results obtained after the SLR, which were 
presented in the previous chapter, will be briefly 
discussed in this section. 

It can be concluded that there has been a trend in 
the development and application of AI/ML/DL 
methods and techniques on open data in recent years. 
This is inevitably influenced by the development of 
information technologies and the increasing 
availability of OD. Primarily, institutions open portals 
for open data, but the research indicates that there are 
also other relevant sources assisting researchers in 
using, distributing, and downloading data, as shown in 
Table 2. Additionally, some platforms have collected 
data, combined it from other open portals, and enabled 
free usage, such as Kaggle. This way, the answer to 
RQ2 was obtained. 



Regarding RQ1, DL methods like CNN and other 
neural networks, along with ML models for regression, 
classification, and clustering (especially RF), are most 
commonly used.  

Addressing the problems that researchers 
encounter, as shown through RQ3, and improving open 
data sets and their sharing can lead to the development 
and use of AI/ML/DL on OD, and such solutions 
provide additional value. As shown through RQ4, there 
is an increasing number of papers proposing new 
solutions addressing the problems highlighted by 
researchers, and this segment can be further improved. 

This paper enhances our understanding of the 
synergy between AI and OD and shows how this 
synergy can be applied in industry and society to create 
value and innovation. 

7 Conclusion 

In recent years, there has been significant 
development and awareness of the importance of Open 
Data and its potential for implementing smart solutions 
with advanced technologies. Researchers often face the 
challenge of finding high-quality, relevant data. Open 
data not only enhances transparency but also drives 
progress in research and industry. 

To date, a detailed literature review on the main 
data sources, methods, and techniques used with 
advanced technologies has been lacking. This paper 
addresses this gap by analyzing trends and aiding in the 
discovery of various datasets. The review highlights 
the increasing use of AI/ML/DL in processing and 
extracting knowledge from these datasets. It provides 
code and algorithm descriptions, offering insights for 
future researchers. 

The findings from this literature review shed light 
on the current state of the field and support the further 
development and application of advanced technologies 
on open data, aiming to improve various industry 
processes. 
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