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Abstract. This study evaluated the reliability of 
ChatGPT for Dark Web content classification and the 
effect of its explanations on human classification 
decisions. The study objectives were to determine 
whether ChatGPT can be considered a reliable 
classifier, identify the content categories where it 
performs differently than humans, and assess if its 
explanations can enhance human understanding of 
these contents. Results show that while ChatGPT is 
outperformed by supervised models, its reliability is 
similar to human classifiers, outperforming them in 
technology-related categories. Additionally, while 
ChatGPT's explanations allowed humans to better 
understand its decisions, their effect was not consistent 
across different people. 
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1 Introduction 

The increased volume and complexity of activities 
conducted on the Dark Web pose challenges for the 
classification of its contents, especially in the context 
of illegal and potentially harmful activities (Avarikioti 
et al., 2018). Consequently, there has been a growing 
interest in applying machine learning techniques to 
address this issue (Al Nabki et al., 2017). In this regard, 
various approaches based on supervised machine 
learning models have been developed to detect and 
classify illegal activities on the Dark Web (Jin et al., 
2022). 

Given the linguistic nature of the contents to be 
classified, the performance of pre-trained language 
models in this task has been explored. For example, the 
use of models from the BERT (Bidirectional Encoder 
Representations from Transformers) family has proven 
effective in classifying text across various domains, 
including Dark Web content (Devlin et al., 2019; Jin 

et al., 2022). The need to evaluate the performance of 
different models has led to the creation of datasets with 
manually labeled texts from Dark Web sites, such as 
DUTA (Darknet Usage Text Addresses) and CoDA 
(Comprehensive Darkweb Annotations) (Al Nabki 
et al., 2017; Jin et al., 2022). Despite the achieved 
performance, these models require a prior phase of 
supervised learning or fine-tuning of the language 
model on a portion of the dataset to effectively classify 
them (Arslan et al., 2021). This limitation suggests that 
the classifiers' performance in real-world environments 
would be limited by the availability and quality of 
labeled data, as well as the possibility of overfitting to 
the training data, making it difficult to adapt to the 
dynamic and heterogeneous nature of the Dark Web 
(Al Nabki et al., 2017). 

An alternative that would reduce the need for 
labeled data and the effort of human classifiers is the 
use of large language models, such as GPT-3 and its 
derivatives, through zero-shot or few-shot prompting 
(Kalyan, 2024; Roumeliotis & Tselikas, 2023). When 
using these techniques, the language model is not 
specifically fine-tunned for the required task, and just 
receives prompt messages with the description of the 
task to perform (zero-shot) or the description and a few 
classification examples (few-shot). The model must 
rely on its pre-existing knowledge and understanding, 
which it has acquired during training on a broad range 
of data, to perform the classification task (Reiss, 2023). 
While this approach has been tested for financial text 
classification (Loukas et al., 2023) or sentiment 
analysis tasks (L. Li et al., 2023), it performance and 
reliability remains to be tested for Dark Web content 
classification, where different categories of content 
have specific and somewhat obscure terminology 
which could make both humans and artificial 
classifiers struggle to determine the correct category of 
content. Understanding how ChatGPT performs 
compared to other classification models and to humans 



would facilitate its integration in real-work 
environments. 

In addition to its usage as an isolated classifier, the 
capability of ChatGPT to explain its classification 
decisions in natural language could also be used to help 
humans better understand Dark Web contents. In other 
contexts, research such as (Huang et al., 2023) explores 
ChatGPT ability to explain implicit hate speech, 
offering a valuable tool for understanding and 
addressing this sensitive issue. Similar capabilities in 
the Dark Web context could help law enforcement 
agents to better identify and understand illegal or 
potentially harmful contents. 

This study aims to address several key objectives: 
firstly, to determine whether ChatGPT can be 
considered reliable for Dark Web content classification 
tasks; secondly, to identify the types of Dark Web 
contents where ChatGPT classifier performance differs 
more from humans; and thirdly, to assess the extent to 
which ChatGPT explanations can help improve human 
understanding of Dark Web contents for classification 
tasks. To achieve these objectives, the study provides a 
comprehensive evaluation of ChatGPT's ability to 
classify Dark Web content by comparing its results 
with other models and with humans. Furthermore, it 
investigates how ChatGPT's explanations impact 
human classification of Dark Web contents. This paper 
provides a comprehensive view of the potential role of 
ChatGPT and humans in collaborative Dark Web 
content classification. To that end, the following 
research questions have been defined: 

• RQ1: Can ChatGPT be considered reliable for 
Dark Web content classification tasks?

• RQ2: In what content categories does
ChatGPT classification performance differ
from classification performed by human?

• RQ3: To what extent can ChatGPT
explanations help improve human 
understanding of Dark Web contents for
classification tasks?

The remainder of this document is structured as 
follows: Section 2 provides an overview of related 
work on text content classification and on GPT models 
explanatory capabilities. Section 3 details the 
methodology employed to evaluate ChatGPT 
reliability and the effects of its explanations on human 
classification decisions. Section 4 presents the results 
and discusses the findings considering the research 
questions. Finally, Section 5 outlines the conclusions 
and discusses future lines of work. 

2 Related Work 

2.1 ChatGPT classification metrics and 
reliability in zero-shot prompting 

The natural language processing capabilities of the 
latest LLMs, such as GPT models, enable tackling text 
classification tasks without the need for specific prior 
training for the classification categories. 

In the financial domain, (Loukas et al., 2023) 
proposes using conversational GPT models, such as 
GPT-3.5 and GPT-4, to classify financial texts with 
minimal examples and compares their performance 
with other pre-trained and fine-tuned models. GPT-3.5 
and GPT-4 outperform other models in classification 
with 1 or 3 examples, achieving F1 scores of 75.2% 
and 83.1%, respectively, but trail behind fine-tuned 
language models. The study highlights the ease of 
implementing effective classifiers through services like 
OpenAI, though it notes the high cost for small 
organizations as a drawback. Reliability is assessed 
using a confidence metric, where values close to 1 
indicate high reliability and values close to 0 indicate 
low confidence. These confidence values are crucial 
for evaluating the certainty of model predictions across 
different configurations in the financial domain. 

In addressing the challenge of detecting harmful 
content on social networks, (L. Li et al., 2023) employs 
ChatGPT as a detection model, comparing its results 
with human annotations. Achieving an 80% precision 
in identifying harmful content, the study emphasizes 
the consistency of classifications while acknowledging 
the impact of the prompt used on its performance. 
ChatGPT's reliability is assessed by comparing its 
results with annotations from MTurkers, reporting 
approximate values of around 80% for Precision, 
around 70% for Recall, and around 75% for F1-score. 
These results indicate ChatGPT's ability to accurately 
identify harmful comments compared to human 
annotations. 

Finally, in  (Reiss, 2023) examines the reliability of 
ChatGPT for annotation and text classification tasks in 
various application contexts. While its potential is 
recognized, concerns are raised about its non-
deterministic nature, which can lead to variable results 
even with small changes in inputs. Caution is advised 
when using ChatGPT for these tasks without additional 
validation, such as comparisons with human-annotated 
data. In the study, a Krippendorff’s Alpha value above 
0.8 is considered to indicate reasonable reliability in 
ChatGPT outputs for text classification tasks. Values 
below this threshold raise questions about the 
reliability of the results. It is recommended to validate 
ChatGPT outputs with human-annotated data to ensure 
reliable results. 



2.2 Dark Web Language and existing 
datasets and classifiers 

In the realm of Dark Web research and online illegal 
activity detection, several studies have been conducted 
exploring different machine learning algorithms and 
language models for text classification through 
supervised learning. This is due to the need to address 
the inherent challenges in analyzing the specific and 
diverse language that characterizes the Dark Web. 
Furthermore, the scarcity of public data and the 
anonymity and cryptography techniques used in this 
clandestine digital environment have driven the 
creation of specialized datasets. For instance, (Al 
Nabki et al., 2017) introduces the DUTA dataset for 
active domains on the Dark Web, comprising 6,831 
documents classified into 26 categories. It was found 
that the combination of TF-IDF and Logistic 
Regression achieves a weighted F1 score of 97% in 
classifying a subset of the dataset into 9 categories. 

In an attempt to overcome some limitations of the 
DUTA dataset, (Jin et al., 2022) introduces the CoDA 
dataset, consisting of 10,000 web documents obtained 
from the Dark Web for text analysis. Linguistic 
differences between the Dark Web and the Surface 
Web are examined, and differences between the CoDA 
and DUTA datasets are analyzed. The performance of 
various Dark Web page classification methods is also 
evaluated, achieving a weighted F1 score of 92.49% 
using the pre-trained BERT language model, following 
fine-tuning for document classification. In (Jin et al., 
2023), an enhanced classifier based on a pre-trained 
BERT adaptation with texts obtained from the Dark 
Web is presented, achieving an F1 score of 94.25% in 
classifying the contents of the CoDA dataset. 

2.3 ChatGPT natural language 
explanations 

The ability of ChatGPT to provide natural language 
explanations of its decisions is mentioned. We explore 
how these explanations can be beneficial to individuals 
by providing a clear and easily accessible 
understanding of the reasoning behind the responses 
generated by the model. 

In the context of recommender systems (RSs), 
ChatGPT can generate explanations that justify the 
recommendation and contextualize it in a way that is 
relevant to the user (Silva et al., 2024). Research 
indicates that personalized explanations are more 
effective than generic ones, especially when the 
recommended item is unfamiliar to the user, 
highlighting the importance of tailoring explanations to 
each individual. 

Multiple studies have examined ChatGPT's ability 
to provide natural language explanations in the context 
of sentiment analysis (Huang et al., 2023, 2024). These 
studies show that GPT models can generate effective 
explanations regarding hate speech detection and have 
compared its explanations with those generated by 

humans, evaluating their quality and alignment with 
human standards. 

The role of ChatGPT in generating interpretable 
explanations in mental health analysis is also noted, 
with promising results suggesting its utility in this area. 
In (Yang et al., 2023), the limitations of previous 
research are addressed through a comprehensive 
evaluation of the models' mental health analysis and 
emotional reasoning abilities of ChatGPT across 11 
datasets and 5 tasks. Results show that ChatGPT 
generates explanations that approach human 
performance, showing great potential in explainable 
mental health analysis. 

Finally, (B. Li et al., 2023) assesses ChatGPT's 
overall capability across seven information extraction 
tasks. The performance, explainability, calibration, and 
fidelity of ChatGPT are analyzed. While the 
performance varies greatly depending on the 
information extraction setting, the study shows that 
ChatGPT provides high-quality and trustworthy 
explanations for its decisions.  

3 Methodology 

3.1 CoDA dataset selection 
The CoDA dataset (Comprehensive Darkweb 
Annotations) was utilized, representing a valuable 
public resource for Dark Web analysis, comprising a 
collection of 10,000 web documents intended for text-
based research in this environment. These documents 
cover a wide range of topics and were classified into 
ten distinct thematic categories. Primarily in English, 
the documents were sourced from onion services on 
Tor, i.e., the Dark Web, providing significant insight 
into this relatively unexplored digital space.  

The documents were categorized into ten thematic 
categories, including Drugs, Financial, Gambling, 
Cryptocurrency (Crypto), Hacking, Arms/Weapons 
(Arms), Violence, Electronics, as well as Pornography 
and Others. This wide variety of categories allows for 
an assessment of various aspects of activity on the Dark 
Web. It is worth noting, however, that it was necessary 
to exclude web documents categorized as Pornography 
due to conflicts with OpenAI's content policies. 

3.2 Zero-shot classification with GPT 3.5 
Turbo model 

For the classification of documents from the Dark 
Web, the decision was made to employ OpenAI's GPT-
3.5 language model, particularly the variant known as 
GPT-3.5 Turbo. This choice was based on the 
demonstrated ability of this model to efficiently 
process text and understand the complex and varied 
context characteristic of the Dark Web (Ye et al., 
2023). 



The selection of this model variant was justified by 
its better balance between capabilities and cost 
compared to other models such as GPT-4, which was 
20 times more expensive at the time of the study, and 
its better suitability to the problem's needs, with an 
input context of 16,385 tokens that is suitable for the 
size of documents to be classified. 

The model received the necessary data to perform 
the classification task under a zero-shot prompting 
model (Chen et al., 2023). For each Dark Web site in 
the dataset, ChatGPT was sent a prompt that explained 
the classification task to perform and included the site 
text content. The task explanation included the name 
and descriptions of the possible categories, as defined 
in the CoDA dataset (Jin et al., 2022), and requested an 
answer that included the name of the category that best 
described the content, as well as to briefly explain the 
reasons why it has chosen that category. The language 
used for the prompt was English, as the bulk of 
documents included in CoDA are in this language. The 
parameters of the GPT model call were set by the 
system's defaults. 

3.3 Reliability assessment and human-
GPT disagreement analysis 

Based on classification results, standard classification 
performance metrics and inter-coder reliability 
measures were calculated, comparing ChatGPT 
classification with the original human-made 
classification included in the dataset. Then, for those 
documents in which ChatGPT and the human 
classification disagreed, a comprehensive analysis and 
tie-breaking process was conducted to determine up to 
what point ChatGPT, or human assigned classes were 
right. The tie-breaking process was performed by three 
independent reviewers over a random sample of 180 
documents, distributed in 20 documents per category, 
based on the original dataset classification.  

To carry out the tie-breaking process, a double 
iteration approach was implemented. In the first 
iteration, the disagreements were reviewed without 
accessing the explanation that ChatGPT provided to 
justify the class it selected. In this initial phase, 
reviewers determined if they agreed with the class 
originally assigned by humans (which was included in 
the dataset) or with the class assigned by ChatGPT 
relying solely on the analysis of the content of the site 
in question. Reviewers could answer if they thought the 
original classification was right (0), the ChatGPT 
classification was right (1), or if they were not sure (2). 
Subsequently, in the second iteration, researchers were 
exposed to the explanation provided by ChatGPT, so 
the evaluators had the opportunity to consider the 
reason behind ChatGPT decision before making a final 
decision. Again, they were allowed to provide one of 
the three possible answers. Based on the results of the 
second iteration, each document was assigned to a final 
category, assigning the original dataset category or the 
one selected by ChatGPT when at least two or the three 

reviewers agreed with either of them, or a “Not sure” 
value when that condition was not met. 

The average percentage of agreement with humans 
and with ChatGPT was calculated for the whole sample 
after each iteration. Average percentage of agreement 
was also calculated for each category, grouping 
documents by the final category they were assigned to 
at the end of the tie-breaking process. Finally, inter-
coder agreement was calculated to determine the level 
of agreement between the three reviewers for the whole 
sample and for each category. 

The main objective of this process was first to 
assess whether human or ChatGPT performed better in 
difficult to classify documents, and to identify in which 
categories human or the GPT model performed 
differently. In addition, the two iterations approach was 
adopted to determine whether the explanation provided 
by ChatGPT influenced evaluators' decision making, 
leading them to change their initial classification 
decision or keeping it unchanged.  

4 Results and discussion 

4.1 ChatGPT classification reliability 
As shown in (Table 1), the performance of supervised 
classifiers (Jin et al., 2022) reveals several important 
considerations. First, it is observed that supervised 
classifiers such as SVM, CNN and BERT, show 
generally superior performance to ChatGPT with the 
GPT-3.5 Turbo model in terms of accuracy, recall and 
F1-score. This suggests that supervised approaches 
may benefit from a larger labelled dataset specific to 
the classification task compared to the zero-shot 
learning model used by ChatGPT. The result is in line 
with studies showing that GPT models without specific 
training offer good performances, but always below 
other algorithms prepared specifically for the problem 
to be addressed (Kocoń et al., 2023). 

Table 1. Performance comparison (weighted average) 
with supervised classifiers 

Model Precision Recall F1 
SVM 91.59% 91.17% 91.19% 
CNN 88.08% 87.30% 87.23% 
BERT 92.51% 92.50% 92.49% 

ChatGPT 85.63% 82.63% 83.14% 

It is important to consider the way supervised 
classifiers are trained and the possibility of overfitting. 
Supervised models, when trained on labelled data, can 
be overfitted to the specific details of the training set. 
Since the datasets are drawn from a limited number of 
sources, the performance of these classifiers in 
production environments may suffer when classifying 
documents from other sources. On the other hand, 



ChatGPT is based on a zero-shot approach, which 
means that it lacks prior training on the specific 
documents to be classified. This could lead to a more 
generalizable performance, maintaining similar 
performance values in real environments to those 
obtained on the dataset. 

To evaluate the reliability of ChatGPT as a 
potential substitute for a human in Dark Web 
classification tasks, intercoder reliability values such as 
Cohens Kappa and Krippendorf’s Alpha were 
examined. These values provide a measure of the 
consistency between ChatGPT’s and the original 
human-made classification. Intercoder reliability 
metrics (Table 2) indicate a high level of agreement 
between ChatGPT and the original human CoDA 
classifiers. With a Cohen's Kappa of 0.8, a Weighted 
Cohen's Kappa of 0.82 and a Krippendorff's Alpha of 
0.79, these metrics exceed (Cohen’s Kappa) or get near 
(Krippendorffs’ Alpha) the thresholds considered 
indicative of excellent agreement and high reliability. 

In clinical studies, a Kappa value of 0.8 is 
considered indicative of excellent agreement. 
Furthermore, it is mentioned that when both sensitivity 
and specificity are less than 0.9, they can never produce 
a Kappa of 0.8 or higher, even with a raw agreement 
approaching maximum sensitivity and specificity 
(Feuerman & Miller, 2008). On the other hand, an 
Alpha value close to 1 indicates high reliability in 
measuring interobserver agreement (Krippendorff, 
s. f.). High Alpha values, such as 0.8 or higher, suggest 
good reliability in the data. 

These metrics indicate that ChatGPT could be used 
effectively to complement the classification performed 
by humans on the dataset. Its high level of agreement 
with the original human classifiers suggests that the 
model can provide accurate and reliable classification 
of the data, making it a valuable tool for improving and 
streamlining classification processes in different 
contexts. 
 
Table 2. Intercoder reliability metrics between human 

and ChatGPT classifiers 
 

Cohen's Kappa 0.8 
Weighted Cohen's Kappa 0.82 

Krippendorff's Alpha 0.79 

4.2 Human vs ChatGPT reliability 
The results of the tie-breaking process between human 
classifiers and ChatGPT (Table 3) reveal valuable 
insights into the performance and reliability of 
ChatGPT and human classifiers across different 
content categories. For each category, the level of 
agreement with human classification and with 
ChatGPT classification was calculated by dividing the 
number of documents that reviewers agreed to assign 
to the category (with the agreement of 2 or more 
reviewers) by the total number of documents that the 

dataset or ChatGPT, respectively, originally assigned 
to the same category. In addition, the average level of 
agreement between the three reviewers was measured 
for the whole sample and for each category by 
calculating the Fleiss’ Kappa intercoder reliability 
metric. Fleiss’ Kappa is related to Cohen’s Kappa but 
applicable to more than 2 raters (Powers, 2012)  

 
Table 3. Comparison of reviewers’ agreement with 
humans and with ChatGPT across diverse categories 

 
Final Class   Agree with 

human 
Agree with 
ChatGPT 

Fleiss’ 
Kappa 

Gambling 10 / 20 
(.5) 

1 / 1 
(1) 

-0.18 

Arms/Weapons 8 / 20 
(.4)  

2 / 4 
(.5) 

-0.09 

Electronics  11 / 20 
(.55) 

4 / 4 
(1) 

0.61 

Hacking  9 / 20 
(.45) 

18 / 18 
(1) 

0.41 

Drugs 3 / 20 
(.15) 

8 / 12 
(.67) 

0.15 

Crypto  5 / 20 
(.25) 

15 / 20 
(.75) 

0.74 

Financial  3 / 20 
(.15) 

13 / 40 
(.325) 

0.38 

Violence  1 / 20 
(.05) 

5 / 6 
(.83) 

0.32 

Others 4 / 20 
(.2) 

44 / 66 
(.66) 

0.14 

Total  54 / 180 
(.3)  

110 / 180 
(.61)  

0.32 

 
Overall, reviewers show higher degree of 

agreement with ChatGPT that with humans across the 
sample, although the intercoder reliability, considering 
Cohen’s Kappa reference values (Altman, 1990) is just 
fair (> 0.2) when considering the whole sample. This 
probably indicates that the sampled documents are 
generally difficult to classify both for ChatGPT and 
humans alike. There could be different reasons, such as 
difficult to understand language, ambiguous content 
that could fit multiple categories or the lack of a well 
stablished classification protocol that unequivocally 
determines a document class when multiple values are 
possible. An in-depth analysis of the reviewers’ 
decisions during the tie-breaking process would be 
required to understand low intercoder reliability in 
each category properly.  

Tie-breaking results show that reviewers had higher 
level of agreement with ChatGPT than with the 
original human-made classification, with most 
categories left with 10 or less documents assigned to 
their original category (from the original 20 documents 
per category) and an overall agreement of 30% across 
the sample, clearly below 50%. These values suggests 
that ChatGPT, with an overall agreement of 61%, 
could be a more reliable classifier than humans for 
Dark Web content classification tasks, performing 



better in extensive document classification and with 
difficult to classify documents. This conclusion must 
be taken with caution though, as low intercoder 
reliability in the tie-breaking process means that 
agreement percentages are not strongly grounded. 
However, it shows a tendency that could be confirmed 
by additional studies. 

Focusing on specific categories, high differences in 
agreement percentage between humans and ChatGPT, 
accompanied by a moderate or good intercoder 
reliability (Fleiss’ Kappa > 0.4) can be found in the 
“Electronics” (0.55 for human vs 1.0 for ChatGPT), 
“Hacking” (0.45 for human vs 1.0 for ChatGPT) or 
“Cryptocurreny” (0.25 for human vs 0.75 for 
ChatGPT) categories. These results suggest that the 
original human classifiers struggled to understand 
advanced technological terminology related to 
electronic devices, hacking and cryptocurrency 
products and services offered through the Dark Web, 
while ChatGPT may have a stronger performance due 
to its capabilities to process and understand complex 
and dynamic technical language.  

Even with insufficient or fair intercoder reliability 
during the tie-break, high differences in agreement 
levels in “Drugs”, “Violence” and “Others” categories 
should also be highlighted. According to the reviewers, 
the original dataset contained many documents 
misclassified in these categories. Although an in-depth 
analysis of the documents is out of the scope of this 
paper, as an example, reviewers reported that many 
documents originally classified as “Violence” where 
just describing historical events or contained political 
discussions which did not fit the category description 
of “Human trafficking, hitman, kidnapping, poisoning, 
torture, extortion, sextortion, sex slavery, blackmail, 
etc.”, and were classified as “Others” by ChatGPT. 
This case could be pointing towards the importance of 
reporting the classification protocol followed during 
the creation of a dataset, so ambiguous cases could be 
resolved unequivocally in future classification studies. 
That classification protocol is not included in the 
CoDA dataset description, and thus it’s not easy to 
determine classification errors for certain documents in 
the original dataset. 

4.3 Effect of ChatGPT explanations on 
human classification 

Before and after explanation tie-breaking results 
(Table 4) show that reviewer’s level of agreement with 
ChatGPT increased 20 percentage points after the 
exposition to its explanations, reducing almost equally 
the agreement with the original dataset and the 
agreement uncertainty by approximately 10 percentage 
points each, while Fleiss’ Kappa intercoder reliability 
sightly increased by 0.05 units. This shows that while 
the explanations provided by ChatGPT had an impact 
on the average levels of agreements, convincing some 
reviewers to agree with ChatGPT decisions; the effect 
was not consistent in a per-document basis for the three 

reviewers, becoming insufficient to increase intercoder 
reliability from low (> 0.2) to moderate (> 0.4) level. 
The brevity or the insufficient quality of the 
explanations could be limiting factors that prevent 
reviewers to agree in the classification. Future studies 
should measure the quality of explanations and 
acknowledge possible differences between reviewers 
during the classification process to better understand 
the influence of explanations in classification 
decisions. 

Table 4. Before and after explanations tie-breaking 
results showing average level of agreement and 

intercoder reliability.  

Before After Diff 
Fleiss’ 
Kappa 0.27 0.32 +0.05

Level of agreement 

With human  73 / 180 
(.4) 

54 / 180 
(.3) -0.1

With 
ChatGPT 

74 / 180 
(.41) 

110 / 180 
(.61) +0.2

Not sure 33 / 180 
(.18) 

16 / 180 
(.09) -0.09

As an example of the effect of explanations, in 
Table 5 we can observe a record from the CoDA 
dataset which is initially categorized as Others, but 
categorized as Drugs by ChatGPT. While one of the 
reviewers initially agreed with the original 
classification, after evaluating the reason behind 
ChatGPT's categorization, she reassessed her tie-break 
decision and changed it, finally agreeing with 
ChatGPT response.  

Table 5. Tie-break decision altered by ChatGPT 
explanation. 

Content 

urlaub / vacation corona hat uns 
im griff … bis auf weiteres nur 
notprogramm. corona got us … 
no shipping for some time to 
abroad … unser notprogramm für 
euch auf darkmarket, empire und 
cannazon… greensupreme 
ID_EMAIL —–begin pgp public 
key block—– version: gnupg 
ID_VERSION gafo3nirma== 
=gfqo —–end pgp public key 
block—– 

Before 
explanation Others 

ChatGPT 
Category Drugs 

ChatGPT 
categorization 

reason 

The content mentions 
'greensupreme' and provides a 
PGP public key block, which are 
typically associated with the sale 



of drugs on darknet markets. 
Additionally, phrases like 'no 
shipping for some time to abroad' 
suggest that the website is offering 
drug products for sale. 

After 
explanation Drugs 

5 Conclusions 

This study investigated the reliability and performance 
of ChatGPT, specifically the GPT-3.5 model, in 
classifying Dark Web content using a zero-shot 
learning approach. In addressing the first research 
question, it was found that although supervised 
classifiers such as SVM, CNN, and fine-tuned BERT 
models outperform ChatGPT in precision, recall, and 
F1-score, ChatGPT still shows significant reliability, 
comparable to human classifiers. The review of 
discrepancies between ChatGPT and the original 
human classification showed improved ChatGPT 
performance in technology-related categories and 
revealed difficulties in certain ambiguous cases both 
for humans and models alike. Lastly, the research 
demonstrated that ChatGPT's brief natural language 
explanations influence human understanding and 
decision-making, but they are not sufficient to 
drastically increase intercoder agreement as measured 
by Fleiss’ Kappa metric. 

The promising results suggest several future 
research directions. These include refining 
classification protocols to improve consistency and 
reliability, especially for ambiguous cases, and 
investigating the fine-tuning of GPT models on 
domain-specific datasets to enhance accuracy and 
reliability. Finally, conducting longitudinal studies to 
evaluate ChatGPT's performance in real-world Dark 
Web monitoring and law enforcement scenarios will be 
crucial for understanding its impact on operational 
efficiency and accuracy over time. 

Finally, some limitations that could put the 
generalizability and accuracy of the study should be 
noted. First, the small sample size for human-GPT 
disagreement analysis and potential reviewer bias 
complicates the assessment of performance 
discrepancies. Additionally, the two steps iterative 
review process may not fully isolate the impact of 
ChatGPT's explanations, as reviewers could be 
influenced by their initial decisions or the mere 
presence of an AI-generated explanation. Finally, the 
quality and clarity of ChatGPT’s explanations 
themselves are not systematically evaluated, which 
could affect their usefulness in improving human 
understanding. These factors underscore the need for 
cautious interpretation and highlight areas for future 
research refinement to enhance the study's robustness. 
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