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Abstract. Large Language Models (LLMs) have
recently demonstrated significant advancements in
processing natural language tasks. Consequently,
the tide in the natural language processing (NLP)
and language technologies (LT) turned towards the
development of LLMs for different languages. As a
significant number of monolingual and multilingual
LLMs are being developed and deployed, it has become
crucial to assess their capacities and performance. This
document presents a summary of the current activities
to develop a monolingual LLM for Croatian (HR-LLM)
as a moderately resourced language with less than
ten million speakers. The paper presents the relevant
previous work, explains why the model is needed,
which methodology was used, and how the HR-LLM
was trained and how it will be evaluated for selected
downstream tasks.
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1 Introduction
In recent years, in the natural language process-
ing (NLP) and language technologies (LT) there has
been significant progress in the development of lan-
guage models (LMs), particularly large language mod-
els (LLMs). Today, many LLMs are trained on mas-
sive datasets of natural language text and they have the
capability to perform a wide range of NLP/LT tasks
at a state-of-the-art level. One of the recent key ad-
vances in LLMs was the development of transformer
architecture (Vaswani et al., 2017). The transformer
is a neural network architecture that is well-suited for
modelling long-range dependencies in text, and this ap-
proach enabled the training of LLMs that can repre-
sent complex linguistic relationships and thus generate
more fluent text. Transformer-based models (Kenton
and Toutanova, 2019; Liu et al., 2019; Brown et al.,
2020) have influenced several industries and fields by
enabling task automation, improving efficiency, and ex-
panding the possibilities for human-AI collaboration.

Their ability to generate human-like text and take into
account the co-text has made them a transforming force
in the world of AI and technologies that are being built
upon. Most of the LLMs created so far are multilingual,
i.e., they were trained using texts in different languages,
and the number of languages varies from 2 to 200+.

One inherent problem with multilingual LLMs is the
unbalanced dataset used for training (Lai et al., 2023).
The languages with large amounts of training data are
usually well represented in the model, whereas lan-
guages with limited resources are constrained by the
paucity of training data (Kahana et al., 2024). Stud-
ies (Martin et al., 2020; Papadimitriou et al., 2023; Vir-
tanen et al., 2019), have shown that models trained in
only a few languages (bilingual/trilingual LLMs) or in
a single language (monolingual LLMs) perform bet-
ter in a number of NLP tasks than models trained in
many languages (multilingual LLMs). There are also
recent attempts to distil the monolingual model from
a larger multilingual LLM in order to come up with
a smaller and more efficient monolingual LLM (Singh
et al., 2023). That is the main reason for instigating this
project.

We strongly believe that this case study can serve as
an example for the building of a LLM for a moderately
resourced language with less than 10 million speakers,
or for a lower-resourced language with more speakers.
The reason for this is that the overall production of e-
text, digitalisation and global usage of mobile devices
open the doors to the collecting and harvesting of suf-
ficient language data even for languages that were un-
til recently considered to stay beyond the digital divide,
and all this even without the need to artificially generate
additional training data, i.e., to use the data augmenta-
tion approaches. It seems like many of the initial pio-
neering multilingual LLMs will soon be in the position
to be either replaced by monolingual LLMs or, more
probably, fine-tuned with additional monolingual data
for the majority of monolingual tasks. In this respect
and from the perspective of digital language equality
(see e.g., the project funded by the EU Parliament with
a similar name1), the production of a LLM for a lan-

1https://european-language-equality.eu/



guage could be considered as one of the building blocks
of the contemporary BLARK (Krauwer, 1998) since its
existence ensures the level of development of LT for a
language, which is expected today. We believe that the
real digital language equality should incorporate LLM
as a highly valuable type of language resource.

The main objective of this particular project, Croa-
tian Extended Reality Extensions (HR-XR-XTEND)2,
a FSTP subproject of a Horizon Europe-funded project
UTTER3, is to build a large monolingual generative
pre-trained transformer model for Croatian (HR-LLM).
As Croatian has already been included in multilingual
LLMs, it remains unclear whether the presence of other
languages within the LLM influences their performance
with Croatian, particularly across different tasks. Since
at this point in the development of LLMs we still lack
the standardised and balanced evaluation tools for mea-
surement of multilingual LLMs’ performance, one of
the ways to establish their performance baseline is to
construct a monolingual LLM. To establish that baseline
performance, it is necessary to construct and evaluate
a monolingual LLM. The secondary objective is to de-
velop a set of evaluation benchmarks and methods that
are specifically tailored to measure the performance of
any LLM when it is applied to tasks involving Croat-
ian language. The third objective of this project is to
successfully implement the HR-LLM in the production
process of the industrial partner.

We propose the creation of a LLM tailored to ad-
dress the needs of lower-resourced languages, focusing
on those with less than 6 million speakers (Language
Report Croatian, 2022). The success of this project
could serve as proof of a concept that a similar build-
ing process could be applicable to other languages with
less than 10 million speakers. The research primarily
focuses on training an LLM for a language like Croat-
ian using text collections already gathered by the project
beneficiary and other publicly available datasets that are
mostly crawled. This could serve as an example for a
number of languages that don’t have a lot of language
resources at disposal. Primarily, it could contribute to
the research theme of deep natural language understand-
ing (NLU) for lower-resourced languages. The paper is
structured as follows: after the introduction section, the
related work is described, objectives and methods are
presented in Section 3, while experiments and evalua-
tion are presented in Sections 4 and 5, respectively. The
final remarks and HR-LLM availability are mentioned
in the concluding section 6.

2 Related Work
The recently introduced transformer architecture was
first introduced in the paper by Vaswani et al. (2017).
The key advance has been the use of pre-training. In
pre-training, an LLM is trained on a large and diverse

2https://hr-xr-xtend.ffzg.unizg.hr
3https://he-utter.eu

dataset of text without any specific task in mind, thus
becoming a multipurpose resource.

The state-of-the-art LLMs that are based on the trans-
former architecture are: BERT (Kenton and Toutanova,
2019) developed by Google AI. BERT model had 110
million parameters. BERT is pre-trained on a mas-
sive amount of text data, which enables it to come
close to general language understanding. During pre-
training, BERT is trained to predict missing words, also
known as masked language modelling (MLM), within
sentences. This unsupervised pre-training process al-
lows BERT to learn rich contextual representations. The
bidirectional aspect of BERT is crucial because it al-
lows the model to “understand” the co-text of a word
by considering both its left and right neighbours in a
sentence, enabling it to capture more complex language
patterns. RoBERTa (Liu et al., 2019) is a LLM architec-
ture that is based on the BERT framework. RoBERTa
was pretrained on a much larger corpus of text data com-
pared to the original BERT model. While BERT used a
static masking pattern during pretraining, RoBERTa in-
troduced a dynamic masking approach and a sentence-
boundary objective during pretraining, which helps the
model recognise sentence boundaries more effectively.
Unlike BERT, RoBERTa does not use the Next Sentence
Prediction task during pretraining. RoBERTa-Base and
RoBERTa-Large have 137 and 355 billion parameters,
respectively. GPT-3 (Brown et al., 2020) is a Large Lan-
guage Model (LLM) that utilises the transformer archi-
tecture. GPT-3 has 175 billion parameters, which is sig-
nificantly more than any other LLM that was available at
the time of its release. This large size allows GPT-3 to
learn more complex linguistic relationships and gener-
ate more fluent and informative text. GPT-NeoX (Black
et al., 2022) is a 20-billion-parameter autoregressive
LLM developed by EleutherAI. It uses the transformer
architecture and is pre-trained on a massive dataset of
text and code. GPT-NeoX is available to the public un-
der an open-source licence. Hungarian GPT-3 (Yang
et al., 2023) was developed by the Hungarian Research
Centre for Linguistics in collaboration with the Univer-
sity of Pécs. It was the first LLM trained on a Hungarian
only dataset with a 6.7 billion-parameter GPT language
model. The model was trained using the GPT-NeoX im-
plementation on a dataset of 36.3 billion tokens. Cur-
rently, one of the largest models in the world is the GPT-
4 (OpenAI et al., 2024), with more than 1 trillion param-
eters. It is a multimodal LLM. It is the fourth in its series
of GPT foundation models. Another model created by
OpenAI is ChatGPT, which is a multilingual LLM with
code and creative text generation capabilities. Meta AI
has also published the LLaMA Models (Touvron et al.,
2023a,b) (Llama 1 and 2), which is a collection of foun-
dational language models ranging from 7 billion to 70
billion parameters. Bloom (Workshop et al., 2022) is a
massive, multilingual language model (MLM) with 176
billion parameters, trained on a massive dataset of text
and code. It can generate text, translate languages, write



various kinds of creative content, and answer your ques-
tions in an informative way. The 7-billion parameter
model Mixtral 7B (Jiang et al., 2023) employs an inno-
vative mixture-of-experts (MoE) framework to facilitate
training that is both scalable and efficient. By employ-
ing this methodology, Mixtral 7B is capable of attain-
ing competitive performance while utilising a consider-
ably reduced number of parameters in contrast to con-
ventional dense models. As a result, it serves as a valu-
able standard against which other studies in the field are
measured. GEITje 7B (Rijgersberg and Lucassen, 2023)
is a large open Dutch LLM developed by further train-
ing Mistral 7B (Jiang et al., 2023) on no less than 10
billion tokens of Dutch text from the Dutch Gigacorpus
and the MADLAD-400 web crawling corpus. Marinova
et al. (2023) created BERT-WEB-BG and GPT-WEB-
BG LLMs, which are Bulgarian language counterparts
of BERT and GPT-2. The web-scraped dataset under-
went a specialised method for source filtering, subject
selection, and lexicon-based elimination of improper
language during the pre-training phase.

Table 1: List of the most widely used multilingual
LLMs and several similar monolingual LLMs

Name Languages Parameters
(m)BERT En/multilingual 110M
RoBERTa En 137B-355B

GPT-3 multilingual 175B
GPT-NeoX En 20B

Hungarian GPT-3 Hu 6.7B
GPT-4 multilingual 1T

LLaMA 1-2 multilingual 7-70B
Bloom multilingual 176B

Mixtral 7B multilingual 7B
GEITje 7B Nl 7B

GPT-WEB-BG Bg 1.5B

In the reminder of this section we also list sev-
eral LLMs that have been trained in Croatian. All
of them are multilingual, and there is no monolingual
model built exclusively on Croatian data. Apart of al-
ready presented widely used multilingual LLMs, here
we mention other less used LLMs that were still trained
with Croatian data. Language-agnostic BERT Sen-
tence Encoder (LaBSE) (Feng et al., 2022) is a BERT-
based model trained for sentence embedding in 109
languages. X-MOD (Pfeiffer et al., 2022) is a MLM
trained on filtered Common Crawl data containing 81
languages. This model reuses the tokenizer of XLM-R.
The model has been pre-trained with language-specific
modular components (language adapters). CroSloEn-
gual BERT (Ulčar and Robnik-Šikonja, 2020) is a trilin-
gual model (110 million parameters) using BERT-base
architecture, trained on Croatian, Slovenian, and En-
glish corpora. Focusing on three languages, the model
performs better than multilingual BERT while still of-
fering an option for cross-lingual knowledge transfer.
BERTić (Ljubešić and Lauc, 2021) is a joint multilin-

gual LLM of four distinct languages: Bosnian, Croatian,
Montenegrin and Serbian. Cro-CoV-cseBERT (Babić
et al., 2021) is a LLM based on the CroSloEngual
BERT and has been further trained on a large corpus
of texts related to COVID-19 in the Croatian language
(Cro-CoV-Texts) which contains 186,738 news articles,
500,504 user comments related to COVID-19 published
on Croatian online news portals, and 28,208 COVID-19
tweets in the Croatian language. Several additional lan-
guage models (LLMs) have been developed under the
InfoCoV project, such as Cro-CoV-BERTić, Senti-CoV-
cseBERT, and Multi-Cro-CoV-cseBERT. These mod-
els are specifically trained on text data connected to
COVID-19. The multilingual parliamentary model
(XLM-R-parla) (Mochtak et al., 2023) is the XLM-R-
large model, additionally pre-trained on texts of par-
liamentary proceedings. Texts for the additional pre-
training, 1.7 billion words in size, come from the Par-
laMint corpus and the EuroParl corpus. EUBERT (Eu-
ropean Parliament EUBERT Hugging Face, 2023) is a
pretrained BERT uncased model that has been trained
on a vast corpus of documents in all 24 EU official lan-
guages and published by the European Publications Of-
fice. These documents span the last 30 years, providing
a comprehensive dataset that encompasses a wide range
of topics and domains. HR-RoBERTa (HuggingFace
macedonizer hr-roberta-base, 2021) model is a LLM-
pretrained model on Macedonian using a MLM objec-
tive and has been further trained on Croatian data. The
HR-GPT2 (HuggingFace macedonizer hr gpt2, 2021) is
a LLM pretrained on a large corpus of Croatian data in
a self-supervised fashion to provide text generation ca-
pabilities. TwHIN-BERT (Zhang et al., 2022) is a mul-
tilingual Tweet language model (250 and 550 million
parameters) that is trained on 7 billion Tweets from over
100 distinct languages. It not only outperforms similar
models in tasks such as text classification, but also in
social recommendation tasks such as predicting user-to-
Tweet engagement.

3 Objectives and Methods

The project goals were set to:
1. collect at least six billion tokens of Croatian texts and

prepare that data for HR-LLM training;
2. train the LLM for the Croatian language using mono-

lingual data only;
3. evaluate the HR-LLM for downstream tasks.

Our objective was to develop a monolingual model
specifically designed for the Croatian language and
based on monolingual data only. Croatian as a mod-
erately resourced language has so far appeared only in
multilingual LLMs (e.g., mBERT, BERTić, CroSloEn-
gual) and it is not clear whether other languages con-
tribute to improvement or degrading of LLMs’ perfor-
mance when using on Croatian texts alone. With the
existence of a monolingual model, this baseline is set,
and any increase or decrease in performance could be



Table 2: List of LLMs that include Croatian

Name Language
(m)BERT En/multilingual
RoBERTa En

GPT-3 multilingual
GPT-4 multilingual

LLaMA 1-2 multilingual
LaBSE multilingual
X-MOD multilingual

CroSloEngual BERT Hr, Sl, En
BERTić Bo, Hr, Me, Sr

Cro-CoV-cseBERT Hr, Sl, En
Cro-CoV-BERTić Bo, Hr, Me, Sr

XLM-R-parla multilingual
HR-RoBERTa Mk, Hr

HR-GPT2 Mk, Hr
EUBERT multilingual

TwHIN-BERT multilingual

measured in comparison to that baseline. To build a
monolingual LLM, a large number of tokens had to be
collected from various sources: corpora and text col-
lections from the existing repositories (although often
under-performing for Croatian, e.g. results from the Os-
car project4) and newly collected data (online and of-
fline) that were not available in previous data collec-
tion campaigns. Table 3 lists the large repositories or
data and collection campaigns that we used as sources
of data.

The LLM type that was targeted stemmed from the
European AI initiative OpenGPT-X5 and recent achieve-
ments in building the first GPT-3 model for Hungar-
ian (PULI GPT-3SX6). The OpenGPT-X at this moment
features only five major European languages (English,
French, German, Italian, and Spanish), with over 50
million speakers, while other European languages are
not covered. On the other hand, the Hungarian GPT-
3 LLM demonstrates that such an endeavour could be
achieved for a language with approximately 13 million
speakers (Language Report Hungarian, 2022).

We used the datatrove7 library to perform the near
deduplication with MinHashLSH and a threshold of
0.72. This was done following the advice that LLMs
trained on deduplicated data are better and memorise
less of their data (Lee et al., 2022). After the dedupli-
cation, where repeating paragraphs were removed from
the training data, the total number of tokens used for
training was downsized to 7.72 billion, compared to the
original dataset which contains 8.9 billion tokens.

Our training arrangement was divided into three dis-
tinct steps:

1. We initialise the model and train it using the train-

4https://oscar-project.org/
5https://www.aleph-alpha.com
6https://nytud.github.io
7https://github.com/huggingface/datatrove

Table 3: Non-exhaustive list of largest data sources
used for training the HR-LLM (beta version) with ap-
proximate size in tokens. *Croatian texts only

Name Approx Size
CLASSLA Hr Web corpus 1.0 2.5 billion
CC100-Hr Dataset 2.27 billion
Corpus of Croatian News
Feeds

2.25 billion

Parallel data for En-Hr on
OPUS Resources*,

1.48 billion

Hr-news from XLM-R-
BERTić dataset

1.4 billion

news/legal corpus 175 million
Corpus of Croatian Academic
Theses

312 million

ParaCrawl* 69.96 million
Riznica from XLM-R-BERTić
dataset

69.51 million

MARCELL Croatian legisla-
tive subcorpus

56 million

CURLICAT Croatian corpus 49 million
MARCELL Croatian-English
Parallel Corpus of Legislative
Texts*

14.3 million

Romance-Croatian Parallel
Corpus (literary works)

2.5 million

Total 8.9 billion

ing configurations provided by the gpt-neox li-
brary. The following configurations were chosen
as the starting candidates for training our model.
This setup is designed to measure the performance
of the model when trained exclusively on Croatian
data from the beginning. We trained models with
160M, 350M, 410M, and 1.4B parameters respec-
tively.

2. We conduct constant pre-training (CPT) on the gpt-
2 model using the Croatian data outlined in the
preceding section. This model validates its perfor-
mance by leveraging existing knowledge of the En-
glish language.

3. We engage in ongoing pre-training (OPT) on the
"unsloth/gemma-2-9b-bnb-4bit" model, which is a
compressed version of Gemma 2. This is a multi-
lingual language model that aids in the evaluation
of Croatian CPT performance within a multilingual
framework.

4 Experiments

The experimental phase was focused on developing and
evaluating the HR-LLM architecture and training pro-
cess. This involved:



1. Collecting and preprocessing of the training dataset
(see section 3 above): This data will also be partially
used within newly established initiatives such as Lan-
guage Data Space8 and ALT-EDIC9.

2. Training the model: For training the model, we used
the publicly available open source library at gpt-
neox10.

3. Local GPU infrastructure was utilised for experi-
mentation, while EuroHPC and University of Zagreb
Computing Centre supercomputers with GPU nodes
were utilised for advanced experimenting and final
version training.

4. Configuring the training hyperparameters: hyperpa-
rameters such as the learning rate, batch size, and
number of epochs were tuned to achieve optimal per-
formance.

5. Evaluating the model: the model was evaluated using
language model evaluation Harness11.

5 Evaluation

To evaluate the performance of the trained HR-LLM,
we will conduct benchmarking tasks including Named
Entity Recognition (NER), Sentiment Analysis (SA),
and Choice Of Plausible Alternatives (COPA) on the
Croatian language using the BENCHić (Rupnik et al.,
2023) benchmarking dataset 12. Furthermore, we intend
to assess the LLM’s proficiency in knowledge comple-
tion in Croatian by utilising established datasets such as
MMLU (Hendrycks et al., 2021b,a), ARC (Clark et al.,
2018), HellaSwag (Zellers et al., 2019), Belebele (Ban-
darkar et al., 2023), and TruthfulQA (Dac Lai et al.,
2023). Here we present our initial zero-shot evaluation
results on benchmarking datasets in Table 4. Since the
full evaluation of the HR-LLM performance is still a
work-in-progress, its final results are beyond the scope
of this paper.

6 Conclusion

Recent advancements in NLP/LT have demonstrated
that LLMs have become essential for reliable and effi-
cient language processing capabilities. Imbalanced data
distributions among different languages during multi-
lingual LLM pre-training demonstrably weakens the
monolingual proficiency of a multilingual LLM ap-
plied to the specific monolingual tasks, particularly in
a lower-resourced languages.

As an attempt to overcome this situation, we have de-
veloped the first monolingual Croatian LLM: HR-LLM
(beta version). This paper presents the results of the

8https://language-data-space.ec.europa.eu/
9https://language-data-space.ec.europa.eu/related-initiatives/alt-

edic
10https://github.com/EleutherAI/gpt-neox
11https://github.com/EleutherAI/lm-evaluation-harness
12https://github.com/clarinsi/benchich

project HR-XR-XTEND so far (trained HR-LLM for
Croatian) and the remaining work to be completed (its
full evaluation for selected downstream tasks). While
the primary objective of this study is to develop a HR-
LLM using the Croatian language data only, the key
findings and achievements may have broader impli-
cations for lower-resourced languages in Europe and
around the globe in subsequent developments.

The direct outputs of the project, particularly the cur-
rent state of the HR-LLM (beta version), will be avail-
able through HR-CLARIN13 repository with permissive
licenses. The final version of the HR-LLM will also be
availabe through the same repository after the comple-
tion of the project.
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benchmark metric 160M 350M 160M 1.4B gpt2-cpt
arc_hr acc 18.91 20.96 20.36 20.44 19.5

acc_norm 23.44 25.49 25.06 24.89 23.7
belebele_hrv_Latn acc 22.78 23 23.11 22.67 22.89

acc_norm 22.78 23 23.11 22.67 22.89
hellaswag_hr acc 28.43 29.87 30.08 31.36 26.67

acc_norm 30.07 32.74 33.38 35.52 27.95
m_mmlu_hr acc 22.65 25.21 22.8 22.54 23.05
truthfulqa_hr_mc1 acc 25.88 24.58 25.75 26.27 27.05
truthfulqa_hr_mc2 acc 43.82 42.21 42.34 42.52 46.88

Table 4: Results of zero-shot evaluation on benchmarking datasets ARC, Belebele, MMLU, HellaSwag and Truth-
fulQA.
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