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Abstract. Cheating in computer games can cause le-
git players to feel deprived, lose their interest and in
time leave the game - which further leads to the de-
crease of profit in the gaming industry. Avoiding such
a scenario is the main focus of research papers dealing
with game cheating and cheat detection mechanisms
within computer games, where there is a seemingly
simple question to answer - is this player a legit human
player, or an artificial bot? Most of the research is try-
ing to identify patterns that could give away the pres-
ence of the bot, and in the same time, research is being
done on building the bots with human-like behaviours
which might deceive such mechanisms. In this paper,
we present an active bot detection method implemented
within a "security bot" - an artificial player which is
infiltrated within the game and is able to identify sus-
picious game players, approach them, and perform a
form of the Turing test on them, in order to identify pos-
sible cheating bots which have successfully deceived
all the existing passive detection methods.
Keywords. computer games, artificial intelligence, AI,
bots, security

1 Introduction

For quite some time, computer games have been part
of everyday life for a significant number of people, and
according to a news report published by DFC Intelli-
gence, there were more than 3 billion gamers by the
2020 (DFC Intelligence authors, 2021). Nowadays, al-
most every computer game provide some sort of online
component; either as comprehensive as playing with
other players completely online, or as simple as provid-
ing a scoreboard containing results from other players
(Wikipedia contributors, 2021b).

Considering that games require an input - as in, a
user action - and process it in order to provide a reac-
tion to it in terms of an output, they are prone to ex-
ploits (Cone et al., 2007). Exploiting a computer game
is more often referred to as cheating (Wikipedia con-
tributors, 2021a) and indicates an act where a player
obtains some form of an unfair advantage against the
other legitimate players. In competitive games, where

the goal may potentially be to obtain score points,
cheating would refer to an illegal action that player per-
forms to get better points. Some games may incorrectly
implement functionalities that cunning players lever-
age in their favour. The described type of oversight
falls into a group of bugs and glitches (Velasco and
Delgado, 2021). The other type, where a player influ-
ences the game-play directly thus obtaining advantage
requires application of different techniques that often
include advanced computer science skills.

The more complex a computer game is, the higher
number of vulnerabilities it might have. In a sim-
ple 2D snake game (Wikipedia contributors, 2021d),
the most influencing exploit would be related to score
points. Contrary, in a 3D multi-player first-person
shooter (FPS) game (technopedia contributors, 2021a),
a player has much more functionalities to exploit. That
could relate to items a player brings, geo-location,
behaviour towards other players and so on. Besides
for numerous game functionalities that may be ex-
ploited, there are also several ways to develop cheats
(Wikipedia contributors, 2021a). Some cheats directly
affect player capabilities that could, for example, re-
sult in enabling a player to see locations of opponent
players that otherwise shall not be visible. Different
kind of cheats for the multi-player type of games are
focused on malforming network requests that are dis-
patched to the opponent players. That way, a player
hypothetically misinforms its opponents about actions
it performs. In massively multi-player on-line role-
playing game (MMORPG) (technopedia contributors,
2021b) there is increasing use of bots (Thawonmas et
al., 2008) that also fall into group of cheating. Bots are
primarily used to do simple repeating tasks on behalf of
a human player in order to gain some form of an advan-
tage. As (A. R. Kang et al., 2012) argue, "game bots
destroy the game balance and consume game contents
fast. They cause honest users to feel deprived, lose in-
terest and eventually leave the game." Consequentially,
this leads to the decrease of the profit in the gaming in-
dustry. Limelight (Limelight networks authors, 2018)
argues that 57% of gamers will not continue to make
purchases or play games on a website that has previ-
ously suffered a security breach.
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Clearly, computer game producers do not want their
games to be exploited, as that could negatively im-
pact them from different aspects (Y.-C. Chen et al.,
2007). Therefore, a lot of effort has been put into
securing games as much as possible. In computer
games themselves, game producers have been adding
advanced mechanisms to detect if player in any way
attempts to change the game-play. In order to prevent
malmorfed network requests, additional focus has been
put towards better communication encryption and ad-
vanced identification/authentication techniques (Zhao,
2018). The stated improvements are dealing directly
with hardening the game security. However, a more
human-like type of cheating includes development of
bots which are harder to catch as they are developed to
work within the game boundaries, without exploiting
them. Therefore, different behaviour analysis mech-
anisms (Thawonmas et al., 2008) are put in place to
differentiate a human player from a bot.

Because the modern research is focused on devel-
oping bots that seem to be more human in their be-
haviours, thus deceiving the passive detection methods
as will be argued in the Related Work section, we pro-
pose a method of an active bot detection in the form
of an automated Turing test, where our security bot ap-
proaches a player within the game and tries to commu-
nicate with it. The answers of the approached player
("the suspect") would be evaluated, and based on the
given answers (or the lack of the same), our security
bot would assess if the "suspect" is a human player, or
an artificial one.

2 Related Work
As stated previously, cheating in computer games is
a large concern for any type of audience (Y.-C. Chen
et al., 2007). Different parties attempt to take vari-
ous strategies in order to prevent cheating. S. Ferretti
and M. Roccetti (Ferretti and Roccetti, 2006) focus
on cheating detection of malformed actions in peer-to-
peer games. Essentially, what happens is that players
perform actions that do not complete immediately, but
instead take time to resolve. An opponent is informed
about the execution of an action including time it took
to perform it. The problem here is that any player
may malform an action data that is sent to their op-
ponent and fake execution times, therefore, influencing
the game-play. What authors propose in order to de-
tect such cheating is to measure the execution time of
each available action in the game, and store it on each
players’ end. That way, when players are engaged in a
match, an automated mechanism built in each players’
game engine evaluates the opponent action execution
times to detect potential cheating.

C. Zhao in (Zhao, 2018) speaks about a similar prob-
lem, but on a more general level. In the article, Zhao
emphasises on the development of cheats that exploit
the game and trojans that can be injected to peers over

network. Considering the both listed type of cheat-
ing is performed online, the solutions that are proposed
for avoiding the associated risks are based on imple-
menting proper encryption systems such as the RSA al-
gorithm and/or enhanced identification/authentication
mechanisms so that players could not easily spoof their
identity, as well as on higher performance servers and
bandwidth, in order to prevent any unplanned server
downtimes, that could open up more space for addi-
tional harm in sense of leveraging network instability.

In (Thawonmas et al., 2008), authors deal with a type
of cheating in MMORPG that introduced bots that play
a game on behalf of a player. Essentially, the bots are
designed to do simple repeating tasks, such as battling
NPCs or trading possessed items to gain further ad-
vantage. Authors suggests that by the analysis of bots
behaviour, it is possible to detect them. In particular,
frequencies of the stated actions should distinguish hu-
man players from bots, as bots tend to perform certain
actions much faster.

Python-based bots that can play a game instead of
the human player, by leveraging an unsecured network
protocol, is presented in detail in (Tomičić et al., 2019).
These bots use a low-level game interface to connect to
the game and control a game character through specifi-
cally crafted network packets, and a higher-level inter-
face for basic reasoning.

A group of authors (R. Kang et al., 2013) examine
how game logs can potentially be used to track down
bots in a MMORPGs game. Their assumption is that
when players and bots engage in a party play, each type
has different goals. A player engages in a party play to
complete quests that are otherwise harder to complete
for a single player, while behaviour of bots is geared
towards items acquisition. That also implies that party
plays last much longer (even indefinitely) when bots
are playing, which is one of the main indications of
bots involvement. Authors propose that the analysis
of party play logs that contain information about game
events, especially repetitive player actions, could un-
veil bots.

Similarly, in (Lee et al., 2016) research is also geared
on unveiling bots in MMORPGs based on the log anal-
ysis. Concrete technique they vouch for is the analysis
of player actions from a game log as a function of the
time lag. On a low level, that includes comparison of a
human player actions against bot actions to construct a
model with capabilities to detect a bot behaviour.

Depending on a game genre, there are some key ac-
tions and characteristics that can be looked for to dis-
tinguish a bot from a human player. In 2008 and 2009
there was a BotPrize competition (Hingston, 2010b) or-
ganised with a goal to develop a human-like bot. Bots
were developed for a FPS game called Unreal Tour-
nament 4. Judges, whose role was to give their verdict
whether a player in a game was a bot or a human, would
analyse behaviour and game-play. Behaviour of bots
were not so convincing, therefore, judges were able
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to properly classify players. However, based on com-
ments from judges, what uncovered bots were lack of
capabilities to plan their actions as well as inconsisten-
cies in their intentions, static movements, and aggres-
sive behaviour. As for lack of planning capabilities,
bots would engage into one action and before complet-
ing it, move onto another one. Any advanced plan-
ning, that would include applying strategy to combat
opponents was fully missing. In terms of static move-
ments, bots would show signs of not having smooth
movements, but rather stiff. Not only that, at times
they would get stuck and were unable to proceed fur-
ther. Aggressive behaviour is another indicator that
makes it easier to detect bots. More specifically, bots
would shoot a lot, and be very accurate at it. The speed
and accuracy can be remedied trivially however; as
(Hingston, 2010a) argue, "bot that shoots too quickly
and accurately is easily identified as non-human, but it
is simple to slow the bot down and make its shots less
accurate".

To identify bots, they might be even tested in specif-
ically crafted scenarios. For example, putting a bot in
a location where there are plenty of obstacles would
much faster reveal it than putting it in a location with
lots of open space. On a similar note, having a bot
battle multiple opponents at the same time may poten-
tially result in bot resolving the situation in its favour
with greater success comparing to how a human player
would perform (Hingston, 2010b). Thus to minimise
time required to identify bots, scenarios where bots
tend to show weaknesses could be designed with in-
dications on bot reactions to given scenario.

The primarily approach to detect a bot is by be-
haviour analysis (Thawonmas et al., 2008). Bots can
be seen as regular players with a concrete goal set. Of-
ten times, they are developed in such a way that they do
not hold superior capabilities to regular players. Iden-
tifying bots depends on a context. In MMORPGs some
bot types are defined to do repeating tasks indefinitely
(Thawonmas et al., 2008) thus to identify them, key in-
dicators to look for would be how long is a bot engaged
in a game (if information is provided) and what sort of
tasks it executes. If a game is taking longer than some
chosen time reference point, that could be a relevant
indicator. If a bot does a singular action continuously,
such as trading items, that also might be a relevant in-
dicator. Game events and player actions are usually
stored in game logs, therefore, analysis of game logs
can be used to identify them (Lee et al., 2016). One
of the possible ways to analyse game state changes
is by applying machine learning algorithms, such as
Bayesian network approach (Yeung and Lui, 2008).

A similar approach involves analysis of the network
traffic (K.-T. Chen et al., 2009). A player pragmati-
cally informs either a server, or its peers about actions
it performs. When examining network traffic, the main
focus should be on the execution time and the traffic
magnitude. What that means is that a bot may poten-

tially inform server or its peers about completion of an
action by malmorfing a network request and modifica-
tion of execution times (Ferretti and Roccetti, 2006) so
that the execution time takes shorter time than it origi-
nally does.

Besides action execution times and repetitive ac-
tions, another aspect that could be analysed is player
movement (Mitterhofer et al., 2009). Movement is
also communicated over different channels either as a
network traffic, in logs or shared exclusively with the
server. By extracting waypoints, it is possible to recog-
nise paths that are repetitive. If a bot always takes the
same path between concrete outset location and a des-
tination, it may indicate that it has calculated the path
as the optimal one.

With all the reviewed research body in the domain
of bot detection in mind, an automatic bot detection
methods where an artificial system may differentiate
between the human and the artificial player still seems
to be in its relative infancy. The use of CAPTCHA tests
are considered in (Golle and Ducheneaut, 2005), but
this brings along the unnatural disruption of the game
flow. Others, as mentioned, perform an analysis of be-
haviour patterns, such as patterns of movement ((Kuan-
Ta Chen and Hong, 2007), (Kuan-Ta Chen, Jiang, et
al., 2008)), but as previously argued, behaviours can
be adapted to slip through such techniques (Hingston,
2010a), (Soni and Hingston, 2008), (Schrum et al.,
2011). Moreover, this year for the first time on the Bot-
Prize competition, two bots achieved humanness rat-
ings of over 50%, whereas the human players achieved
average humanness ratings of just 40% in the form of a
Turing test which is conducted within this competition
(BotPrize authors, 2021).

In light of all this bot behavioural advancements to-
wards bot humanness, we propose a method of an ac-
tive bot detection in the form of an automated Tur-
ing test, where our artificial player (security bot) ap-
proaches the player and tries to communicate with the
player. The answers of the player would be evaluated,
and based on the given answers (or the lack of them)
our security bot would assess if the "suspect" is a hu-
man player, or an artificial one.

2.1 Types of Bots

Capabilities and complexity of bots depend on their
purpose which also indicates how challenging is it to
develop them. In this context, bots can be classified
in groups based on their level of advancement. A bot
that performs a single repetitive task, such as, writing
a message in the chat can be completely agnostic to
its environment, as it requires no input. To develop this
type of a bot, there is no reasoning skills to be involved,
therefore, development shall be easy (Thawonmas et
al., 2008).

Bots that require to process the input in order to
properly react to an event require reasoning capabilities
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to some degree. If they are developed to perform a sim-
ple action, such as battling NPCs or trading items, in
order to make an advantage in favour of a player, they
need to be able to recognise patterns that lead them to
it. Usually this mean comparison conditions that eval-
uate player state and input attributes (R. Kang et al.,
2013).

A higher degree of reasoning capabilities involve
machine learning algorithms (Yeung and Lui, 2008).
That could either be utilised to develop complete be-
haviour of a bot so that it may participate in all ac-
tions provided in a game or to enhance capabilities
of performing a single task. One of the possible ap-
proaches to develop behaviour of a bot is by applica-
tion of Bayesian network. The approach includes pro-
grammatic analysis of attributes that describe different
states of a player. The outcome of the process is a
model that is capable to react to state changes in the
real-time. In simpler games, where there is a limited
number of actions available, a bot could be specialised
to execute only some of the actions rather than all of
them. For example, in Pictionary (Wikipedia contribu-
tors, 2021c), where the main tasks consist of properly
drawing a suggested item and for opponents to guess
them, various computer vision tools may be facilitated
to enhance bots capabilities (Baroffio et al., 2015).

Previous types of bots are primarily developed to
gain advantage on behalf of a player, however, they
do not put much significance on how easy or hard is
it to detect them (Hingston, 2010b). Human-like bots
do not only intend to be precise in their actions, but
the goal of this type of bots is also to replicate human
behaviour as much as possible, so that opponents and
detection mechanisms have hard time detecting them
Soni and Hingston, 2008. In an FPS game that was
discussed previously, that implies smooth movements,
planning capabilities and environment awareness. To
develop a bot with such degree of advancement, it is
likely that sole application of machine learning algo-
rithms may not be sufficient thus requiring manual ad-
justments of bot behaviour.

In this paper, we have assumed "the worst case" sce-
nario, where a bot is advanced to the level that it can
imitate human behaviour - both in playing the game
and in conversational capabilities - based on the cur-
rently available research and their limitations.

3 Requirements
The model proposed within this papers relies on a game
API through which we could infiltrate our security bot
into the game, and on the game chatting platforms,
through which our bot can communicate with other
players. The game API on which this model partly re-
lies is based on the work presented in (Schatten et al.,
2018), which currently supports one MMORPG game
(The Mana World). In order to be able to distinguish
the legit human player from an artificial one, our secu-

rity bot needs to be equipped with the ability to perform
a form of a Turing test to a suspect player. Because of
this, we tried to identify types of questions that a more
advanced AI bot playing the game would fail to answer
correctly. In most cases, bots are designed to perform
specific actions, and rarely are equipped with advanced
chat capabilities; such bots are programmed to do only
a few certain things, and can easily be detected by start-
ing a simple, general-topic conversations with them.
For example, a security bot can ask a simple questions
like "what is the colour of the clear sky?", or "give me
any number that is not the result of adding two plus
two", and even a simple response to the "Hello" can
yield results if there is no answer, as the real players
are obliged to answer to the security bot. In this work,
we anticipate the "worst case scenario", i.e. a bot that
can imitate human chat responses.

A group of authors have summarised passive and
active bot detection methods, and more significantly
for our work, strategies for actively interrogating sus-
pected chatbots (McIntire et al., 2010).

As for the passive detection, authors analyse mes-
sage size and inter-message delays in order to suc-
cessfully distinguish humans from bots. According to
(Gianvecchio et al., 2008), in contrast to most bots,
human inter-message delays (times between sequen-
tial message transmissions) “appeared to follow a dis-
tinct power law distribution, and human message sizes
seemed to follow an exponential distribution (with λ =
0.034)”. As for the active detection, authors list pos-
sible strategies detailed in several other papers. We
have initially dismissed a few of them (questions with
very informative answers, keyword targeting, evasive-
ness, using rating games, using ambiguous questions)
as such tactics either do not seem feasible for the im-
plementation of our security bot because of the au-
tomated nature of the proposed interrogation method,
whereas these tactics would require a more complex
answer analysis and reasoning, or they might be too in-
trusive for the game play, breaking the game flow and
irritating human players.

Other listed tactics proved to be more useful for our
security bot, such as:

• Challenging the syntactic engine, which include
questions based on elementary logic (for example:
“if New York is north of Atlanta, is Atlanta south
of New York?”), common typing shortcuts (for ex-
ample: “do u like to go 2 dinner b4 going to c a
movie?”), using figures of speech or slang, and re-
questing enumerations to simple questions (for ex-
ample: “name three things you can do with a ball”).

• Using so called “URL questions” (Understanding,
Reasoning, and Learning), where the idea is to probe
basic human intelligence. Examples are listed as fol-
lows.
UNDERSTANDING: “What shape is a door?”;
“What happens to an ice cube in a hot drink?”
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REASONING: “Altogether, how many feet do four
cats have?”; “What does the letter M look like upside
down?”;
LEARNING: “What comes next after A1, B2,
C3, . . . ?”; “PLEASE IMITATE MY TYPING
STYLE!!!!”
The bots would answer these questions nonsensi-
cally, evade or ignore the questions according to
(French, 1988).

• Using sub-cognitive questions, which rely on the
“internal, physical, and/or personal-historical expe-
riences of human beings”, which computer lacks. In
(Cullen, 2009), authors suggest questions aimed at
physical structure and not on the higher-level cogni-
tion, but on the low-level sensations and perceptions,
for example: “What happens to your clothes if you
fall into a pool?”; “If you touch a hot pan, what does
it feel like?”

• Using a guessing game based on internal human ex-
periences. For example: “Would you like to play a
game? Then try to guess what I‘m thinking of. . . "
We than provide a series of hints, such as: "It digests
food"; "It sometimes aches"; "Most people cannot
pat their head and rub this at the same time” (the an-
swer is stomach). According to (Cullen, 2009), bots
should fail a Turing Test based on such questions, be-
cause again the lack of common human experiences.

• Using a guessing game on general and common sense
knowledge. For example, the "suspect" would have
to guess what is being hinted at: "You play this game
with a black and white ball, your feet, 2 nets, and
11 players on each team" (the answer is soccer). Or
"You use this to talk to people, you hold it in your
hand, and you dial numbers on it" (the answer is tele-
phone).

• Using emotional-based questions. For example:
“How would you feel if you won the lottery”; “Can
you describe how you would feel if you were fired
from your job for no obvious reason?”

• Using intentional misspellings. For example: "Doo
yuo knowe whut thyme it iz?"; "ha+ is y0re 8irth-
day?"; "Whhat iss yerr favvorite memmorie?" "Can
you raed these wrods taht I‘ve tyepd?"

Following these tactics we can extract a significant
set of questions that our security bot can use, and most
of them could have a relatively simple answers which
could be verified by simple if-then logic and regular ex-
pressions with practically no need for more advanced
reasoning, making the automated Turing test more fea-
sible.

4 A Conceptual Model
The proposed model relies on the work presented
within the (Schatten et al., 2018), implementing so

called lower and higher-level game interfaces for play-
ing the game with artificial players.

Figure 1: A possible architecture for an agent-based
security bot model (Schatten et al., 2018)

The "lower-level interface" presented in the paper
enables the emulation of a legitimate game client con-
necting to the server and playing the game. It does this
by re-creating and manipulating network packets being
sent between the game server and the client, where the
game server could not differentiate between the pack-
ets sent by the Python script from those sent by the
legitimate game client (Tomičić et al., 2019).

The idea is to imitate the actions of the real hu-
man player. By following this idea further, the ar-
tificial security bots could be infiltrated within com-
puter games through such interfaces. The reasoning
and autonomy of such an security bot could be imple-
mented within the "higher-level interface" (Schatten et
al., 2018), which builds upon the lower-level by in-
troducing an agent template implemented in SPADE
(Gregori et al., 2006). Authors have implemented
a STRIPS-based planning system in Prolog, and an
agent knowledge base implemented using the SPADE
knowledge-base system for SWI Prolog, which could
be refitted for different use-cases - for example, for
new types of agents that may require a different AI
method, such as machine learning. There is a con-
stant interaction between the two interfaces; low-level
interface is providing higher-level agent with action-
able behaviours such as navigation, NPC conversation
handling, fight handling, party management, etc. The
agent autonomy is based on the belief-desire-intention
(BDI) model, where the agent initially senses the envi-
ronment, updates it’s knowledge base, chooses a goal
to accomplish, generates a plan for this particular goal
and then starts executing it.

Since the focus of our proposed security bot is on
other players using potentially illegal activities, the
sensing part of the BDI would include observing the
actions of other players, and upon detecting the poten-
tial illegal action, the bot would set the goal to locate
the player in question, approach it, and test it for being
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either human player or artificial one in some form of
the reverse Turing test. In order for this to work, the
security bot would need more detailed insight into the
in-game data - other player locations, actions, statis-
tics, and other metadata, depending on the game itself,
in order to passively identify suspicious behaviours.
This part may be implemented with any of the afore-
mentioned methods for detecting game bots. On the
other hand, the security bot may also randomly pick
players and "interrogate" them. The approached "sus-
pect" must be able to identify the security bot as such,
because every player would be obliged to respond to
the security bot, otherwise risk being kicked out of the
game.

Figure 2: A high level concept of the security bot
model

Should the security bot identify the suspect as the
game cheating bot, it could report it to the game ad-
ministrator, or autonomously ban the player from the
game. Should the suspect pass the test and prove itself
to be human, the security bot departs and goes back
to the loop of wandering, sensing and detecting illegal
activities, and randomly approaching players.

The game administrators would have a simple inter-
face for upgrading their security bots with new ques-
tions and tests in order to have the possibility to be
ahead of the game bot designers which could in time
download all the challenges and hard code the answers
into their bots.

5 Conclusion
The existing body of research is abundant with pas-
sive bot detection tactics, analysing game logs, network
traffic, bot behaviours and patterns, action execution
times, message size and inter-message delays in com-
munication, and other relevant indicators, but rarely the
literature answers the question: what if more advanced,
human-like cheating bot passes through all these mech-
anisms and remains within the game undetected? The
security bot model proposed within this paper is an ac-
tive in-game mechanism that would aim to detect and
prevent illegal artificial players or scripts from playing
the game, should those get by other security mecha-
nisms. It would use a pool of carefully designed ques-
tions to conduct a form of an automated Turing test

on players with a sole purpose of distinguishing a le-
git human player from an artificial one. Depending
on its designed autonomy, a security bot might report
an illegal player, or even permanently remove it from
the game. The research so far includes the conceptual
model of such a mechanism, with feasible implementa-
tion methods through previously developed MMORPG
game interfaces which would enable the security bot to
login to the game and play it as a regular player, tac-
tics to be included in the development of the question
database, and a higher-level interface which would en-
able the security bot with basic reasoning and planning
capabilities. Further research will include the full im-
plementation of such a bot and proof of concept on a
single computer game, with the aim of detecting other
bots within the game and measuring its efficiency com-
paring with the existing passive detection methods that
were previously implemented.
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