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Abstract. Evaluating semantic similarity of texts is a
task that assumes paramount importance in real-world
applications. In this paper, we describe some exper-
iments we carried out to evaluate the performance of
different forms of word embeddings and their aggre-
gations in the task of measuring the similarity of short
texts. In particular, we explore the results obtained with
two publicly available pre-trained word embeddings
(one based on word2vec trained on a specific dataset
and the second extending it with embeddings of word
senses). We test five approaches for aggregating words
into text. Two approaches are based on centroids and
summarize a text as a word embedding. The other ap-
proaches are some variations of the Okapi BM25 func-
tion and provide directly a measure of the similarity of
two texts.
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1 Introduction

Measuring semantic similarity of texts has an impor-
tant role in the various tasks from the field of nat-
ural language processing (NLP) such as information
retrieval, document classification, word sense disam-
biguation, plagiarism detection, machine translation,
text summarization, etc. A more specific task, mea-
suring semantic similarity of short texts is of great im-
portance in applications such as opinion mining and
news recommendation in the domain of social media
(De Boom et al., 2016).

A large number of approaches have been developed
for addressing this problem. Some of these approaches
typically model short text as an aggregate of words
and apply specific metrics to compute the similarity
of these aggregations. Most of the existing techniques
represent text as a weighted set of words (e.g., bag of
words), where the order of the word in the text (i.e.
the context) and the possible meanings associated to
the words is not taken into account. Recently, neural
networks have been adopted for building word embed-
dings, thus providing a real breakthrough to this field.
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Word embeddings represent a corpus-based distribu-
tional semantic model which describes the context in
which a word is expected to appear. There is a variety
of representation models based on word embeddings
(Mikolov et al., 2013b; Pennington et al., 2014; Bo-
janowski et al., 2017; Peters et al., 2018).

Within these models, the context of the words is
taken into account in the process for defining the em-
beddings and the accuracy of the applications using
them is typically improved. However, word embed-
dings have certain limitations: for example, they can-
not capture more than one meaning per word (poly-
semy). Furthermore, a large number of lexical knowl-
edge bases have been developed in the last years. The
knowledge they convey could be exploited for creat-
ing embeddings that better represent the meaning of
the words they are representing. For this reason, other
techniques have been proposed to extend the afore-
mentioned approaches with embeddings of words and
meanings associated with words. This is the case of
the NASARI dataset (Camacho-Collados et al., 2016)
that integrates pre-trained word embeddings based on
word2vec model with word senses embeddings reached
from the BabelNet. BabelNet is a multilingual dic-
tionary which contains synsets (Navigli and Ponzetto,
2012). It merges WordNet with other lexical and ency-
clopedic resources such as Wikipedia and Wiktionary.

Representing words in short texts with (semantic)
embeddings is only the first step for capturing the
meaning of them and being able to measure their sim-
ilarities. Identifying the semantics of short texts is
another challenging task due to the complexities of
semantic interactions among words. More precisely,
word embeddings can model the semantics of one
word, but how to scale from words to texts is not
a straightforward process. A large number of tech-
niques have been proposed and there is no consen-
sus in the community on how to proceed. The sim-
plest approaches suggest taking the sum or the average
(centroid) of the individual word embeddings for all
words in the text. These approaches have been widely
adopted in many experiments, for example, (Brokos
et al., 2016; Rossiello et al., 2017; Sinoara et al., 2019)
and in general, they perform well. However, by cal-
culating only sum or centroid of a set of word embed-
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dings, we are losing a certain part of semantic informa-
tion and thus maybe this is not an optimal approach.
There are other possible approaches to generate text
embeddings based on word embeddings like for exam-
ple in (Kenter and De Rijke, 2015; Kusner et al., 2015).

SemTexT is project that involves University of Ri-
jeka and University of Modena and Reggio Emilia
with the aim of studying and developing semantic tech-
niques for measuring the similarity of short texts. As
one of the first actions in the project, the idea is to
evaluate the performance of some of the existing tech-
niques for representing short texts and measuring their
similarities. In this paper, we describe our prelimi-
nary experiments where we evaluate how five similar-
ity measures perform, with respect to human judgment.
Two word representation models have been evaluated:
one is a typical word2vec model; the second represen-
tation model is built on NASARI set, which includes
word sense descriptions.

In short, in this paper, we address three main issues
related to the task of measuring semantic similarity: (a)
how to represent the words, (b) how to aggregate word
representations for modeling short texts and (c) how to
measure the similarity between aggregations. To re-
solve (a) we apply two existing representation models
based on word embeddings; for (b) and (c) we test five
methods that aggregate word embeddings and provide
the semantic similarity score.

The results of our preliminary experiments in two
datasets were quite surprising for us: the semantics
provided by NASARI do not improve the performance
in the results and centroid-based measures generally
perform better than other more complex measures.

The rest of the paper is organized as follows. In
Section 2, we present related work. In Section 3, we
describe the approach with word sense embeddings
and we give an overview of various word embeddings
based methods for calculating semantic similarity of
short texts. In Section 4, we provide evaluation results.
Finally, in the last section, we give a conclusion and
possible directions for future work.

2 Related Work

So far, there are numerous approaches developed for
the task of measuring semantic similarity of words and
texts that can generally be classified into two groups:
corpus-based and knowledge-based (Mihalcea et al.,
2006).

Knowledge-based measures of semantic similarity
rely on external sources of knowledge (e.g. ontologies
processed as semantic graphs or semantic networks,
and/or lexical bases such as WordNet (Miller, 1995;
Lenat, 1995), Wikipedia (Witten and Milne, 2008; Nas-
tase and Strube, 2008), etc.). Moreover, these ap-
proaches use formal expressions of knowledge explic-
itly defining how to compare entities in terms of se-
mantic similarity.

Corpus-based measures enable comparison of lan-
guage units such as words, or texts based on statistics.
They determine semantic similarity between words or
texts using information derived from large corpora.
These include traditional approaches like simple n-
gram measures (Salton, 1989; Damashek, 1995), bag
of words (Bow) (Salton et al., 1975; Manning et al.,
2010) or more complex approaches such as Latent Se-
mantic Analysis (LSA) proposed by Landauer (Lan-
dauer et al., 1998).

Recent trends in NLP prefer corpus-based ap-
proaches and representation models such as word2vec
(Mikolov et al., 2013b), GloVe (Pennington et al.,
2014), FastText (Bojanowski et al., 2017) and more re-
cently ELMo (Peters et al., 2018).

The results of these models are words represented as
embeddings with the property that semantically or syn-
tactically similar words tend to be close in the seman-
tic space (Collobert and Weston, 2008; Mikolov et al.,
2013a).

Identifying the degree of semantic similarity of short
texts based on the word embeddings is a challenging
task that has been studied extensively in the past years.
Certain approaches offer a sentence or document em-
beddings as a solution (Le and Mikolov, 2014; Cer
et al., 2018). However, in this study, we are focused on
the methods that enable determining semantic similar-
ity of short texts based only on the word embeddings.

Mihalcea et al. proposed an approach for measur-
ing semantic similarity of texts by exploiting the in-
formation that can be drawn from the similarity of the
component words. The proposed approach is based on
two corpus-based and six knowledge-based measures
of word semantic similarity. According to the pre-
sented results, it outperforms the vector-based similar-
ity approach in the task of paraphrase detection. How-
ever, their approach is rather traditional and it is not
based on word embeddings.

Kusner et al. introduced a new measure, called
the Word Mover’s Distance (WMD), which measures
the dissimilarity between two text documents (Kusner
et al., 2015). Documents are represented using word
embeddings and the distance is calculated as the min-
imum amount of distance that the embedded words
of one document need to “travel" to reach the em-
bedded words of another document. The measure is
evaluated in the task of text classification and the re-
sults show that it tends to have lower classification er-
ror rates in comparison to other state-of-the-art base-
line methods. Furthermore, in (Brokos et al., 2016)
authors used WMD method in the task of informa-
tion retrieval. They apply the proposed method on
the biomedical domain for retrieval documents from
BIOASQ and proved that their method is competitive
with PUBMED. These are examples of indirect evalu-
ation of WMD method since the measure is not tested
in the task of measuring semantic similarity. In our ap-
proach, we use similar methods and perform a direct
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evaluation.

In (De Boom et al., 2016) authors defined a novel
method for vector representations of short texts. The
method uses word embeddings and learns how to
weigh each embedding based on its idf value. The
proposed method works with texts of a predefined
length but can be extended. Authors showed that their
method outperforms other baseline methods that aggre-
gate word embeddings for modeling short texts.

Kenter and De Rijke proposed an approach for
measuring short texts semantic similarity by combin-
ing word embeddings with methods based on exter-
nal knowledge sources (Kenter and De Rijke, 2015).
They used various text features to train a supervised
learning algorithm. They employed a modification of
Okapi BM25 function for document ranking in infor-
mation retrieval and adjust it for the task of measur-
ing semantic similarity of short texts. They showed
that their method outperforms some baseline methods
in task of measuring semantic similarity of short texts.
In our approach, we test the same function for measur-
ing semantic similarity. However, we perform evalu-
ations using different word embeddings and different
datasets. Moreover, we introduce two modified ver-
sions of the proposed method.

In the end, we briefly discuss approaches related to
the Semantic Text Similarity, while a full description of
extensive related work emerging from SemEval tasks
in recent years is beyond the scope of this paper. In
the 1st task of Semeval2015, the evaluation results in
terms of Pearson correlation with the human judgments
are around 0.5 and 0.6, with the exception of the high-
est result of 0.735, (Xu et al., 2015). In (Marelli et al.,
2014) results of evaluation using Pearson correlation
are in range from 0.479 to 0.828. As defined within the
task of SemEval2014, these approaches used composi-
tional distributional semantic models and other seman-
tic systems on full sentences. However, these models
are trained to fit this particular dataset and possibly not
likely to hold in future tasks of the same kind.

3 Methodology

In this section, we describe the methodology adopted
in the paper by introducing the embeddings and the
methods used for the pairwise measurement of seman-
tic similarity of short texts.

3.1 Word and Word Senses Embeddings

In the experimental evaluation, we use two sets of
pre-trained word embeddings and compare the perfor-
mance of two text representation models in the task of
measuring semantic similarity.

The first model is based on classical word2vec em-
beddings. In particular, we test the UM BC3,, set of
word embeddings trained on the UMBC corpus (Han
et al., 2013). This is a set of word embeddings that

are freely available and already used in a number of
experiments in the literature. By using these embed-
dings we make our experiment more general and the
results are comparable with other experimental evalu-
ations. The application of this kind of embedding is
straightforward: each word is replaced with its corre-
sponding embedding from the word2vec set through a
lookup table.

The second model is based on the NASARI set of
embeddings. These embeddings incorporate exter-
nal knowledge by introducing word senses embed-
dings through links to the BabelNet synsets (Camacho-
Collados et al., 2016). In our experiments, similarly as
in (Sinoara et al., 2019), we use a NASARI dataset com-
bined with UM BC,2, embeddings, and we call this
representation model as NASARI+word2vec. The ap-
plication of these embeddings requires to use the Ba-
belfy system (Moro et al., 2014) to retrieve the ID of
the sense associated with each word. The ID is then
used to find the embedding for that word or phrase
in the NASARI+word2vec set of embeddings. For the
word which is not covered in Babelfy and thus does
not have any ID, the embedding is extracted from the
UM BC2, set. This way, we enable the disambigua-
tion of different word senses.

Note that the sets of embeddings are both trained on
the same vector space and their representation vector
length is 300. Thus, all the embeddings are semanti-
cally comparable.

3.2 Methods for Measuring Short Texts Se-
mantic Similarity

In this section, we introduce five methods used in our
experiments for calculating semantic similarity scores
between two short texts based on their words embed-
dings.

The first method is based on centroids. For a given
text represented with the set of word embeddings V,
the centroid of V' is calculated according to the equa-
tion (1):

Loev?
vl
The centroid is typically adopted in the literature for

synthesizing the meaning of a text. We experiment also
with a modified version of the centroid method that
uses the inverse document frequency (idf) multiplied
with each word vector. This variant builds weighted
centroids, where the uncommon terms in the collection
assume bigger importance:

Y vev idf(v) v
14 '

By using the centroids, the similarity measure of two
documents sim,s 1S computed as the cosine similarity
between centroids of two texts ¢; and ¢, represented
with sets of embeddings V; and V5 respectively:

cent(V) = (1)

centiqr (V) = 2)
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$iMeos(t1,t2) = cos(cent(Vy), cent(Va))  (3)

Analogously, sim..s2 is calculated as cosine simi-
larity between weighted centroids of two texts (short
texts or sentences).

We also experiment with three other methods that
are based on the Okapi BM25 function. The first
method has been introduced in (Kenter and De Rijke,
2015) and the other methods are simplified modifica-
tions of the original method.

The modified version of Okapi BM25 function that
can be apply for measuring semantic similarity of two
texts (short texts or sentences) introduced in (Kenter
and De Rijke, 2015) is:

sts(ty,ts) =
_ sem(w,tg) - (k1 +1
> idf(w) - wt) el -
= sem(w,ts) + k- (1—b+0b- mfgtl)
“

where ¢; is the longer text, and ¢, is the shorter text.
Variables k1 and b are parameters which can be opti-
mised, variable avgtl is average text length. Function
sem for a given word w and text ¢ is defined as:

sem(w,t) = maw, cicos(w,w'). ®)

Next, we introduce two modifications of equation (4)
by leaving out constants k1 and b. The results are two
simplified versions of equation 4. The rationale behind
these simplifications are additional experiments that we
perform by changing values of k1 and b (explained at
the end of the fourth Section). Since there were no sub-
stantial differences in the results performed with dif-
ferent values of b and k1, we decided to remove those
variables.

Equation (6) calculates average value returned by the
function sem (5) multiplied by the idf.

Zwetz idf (w) - sem(w, tg)

stsg(ty, ts) = 7

(6)

Equation (7) is another modification of of (4). Here,
instead of just calculating the idf of the word from the
longer text, idf is calculated for words from both texts
(ws represents the word from the shorter text). One
more difference is that the resulting value is passed
through the log function so the most extreme values
are reduced.

stssa(ty, ts) =

Zwetl (de<w) + idf(ws» : Sem(w7 tS)
It

log( ). (D

4 Evaluation and Discussion

4.1 Datasets

To evaluate the performance of short texts similarity
measures we used two datasets.

The first dataset (d1), called SICK dataset in its orig-
inal version, is defined within the tasks of SemEval-
2014 International workshop for the two tasks: de-
termining the degree of relatedness between two sen-
tences and detecting the entailment relation between
sentences (Marelli et al., 2014). The dataset consists
of 5,000 English sentence pairs. Each sentence pair
is annotated with a score that represents the degree of
sentence similarity according to a scale ranging from 1
to 5 (where 1 means that there is no semantic similarity
and 5 refers to semantically equivalent sentences).

The second dataset (d2), refereed as a Lee dataset is
defined in (Lee et al., 2005) for the task of evaluating
measures for text to text similarity. The dataset is com-
posed of 50 short English documents (sentences) pre-
senting news from the Australian Broadcasting Corpo-
rations news mail service. Each document pair (2500
pairs in total) is annotated with the score of relatedness
using discrete values from 1 to 5, proposed as an av-
erage score based on the proposal ten participants with
an inter-agreement score of 0.61.

4.2 Evaluation Results

To evaluate and compare representation models and
methods for measuring short texts semantic similarity
(described in subsection 3.2), we computed the pair-
wise similarity of all short texts in both datasets. We
compare the results with human judgments through the
Pearson and Spearman correlations. Tables 1 and 2
show the results obtained against the SICK and the Lee
datasets, respectively.

The rows represent the similarity measures ex-
perimented, namely simcos, StMcos2, Sts, stss and
stsse. The columns represent the correlation mea-
sures computed with the word2vec embedding (al) and
NASARI+word2vec (a2).

The set of experiments performed on the SICK
datasets show that according to the Pearson correlation,
$1Mcos2 has the best performance in combination with
word2vec model, while stsgs has the best performance
in combination with NASARI+word2vec model. Next,
in the case of Spearman correlation, sim.,s2 has the
best performance with both representation models.

We repeat the same set of experiments on the Lee
dataset and sim,s2 shows the highest values of corre-
lations in all cases.

Overall comparison of two approaches: the first
with NASARI embeddings and the second with
word2vec embeddings shows that approach with clas-
sical word2vec embeddings slightly outperforms ap-
proach with NASARI embeddings on both datasets and
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Table 1: Pearson (r) and Spearman (p) correla-
tions of five similarity measures for word2vec (al)
and NASARI+word2vec (a2) approaches for the SICK
dataset.

r(al) | p(al) | r(a2) | p(a2)

StMeos | 0.642 | 0.585 | 0.586 | 0.557
SiMeos2 | 0,661 | 0.579 | 0.604 | 0.550
sts 0.503 | 0.468 | 0.470 | 0.443
stss 0.565 | 0.534 | 0.549 | 0.516
stSgo 0.642 | 0.537 | 0.612 | 0.520

for all measures. This might be explained with the as-
sumption that the Babelfy system does not achieve its
full potential since it does not always return the correct
word sense embedding for a given word within a con-
text. There is certainly room for improvements of the
BabelNet and Babelfy systems.

Table 2: Pearson (r) and Spearman (p) correla-
tions of five similarity measures for word2vec (al)
and NASARI+word2vec (a2) approaches for the Lee
dataset.

r(l) | pG@l) | r@2) | p@2)
SiMeos | 0.582 | 0.519 | 0.472 | 0.464
SiMeos2 | 0.589 | 0.519 | 0.502 | 0.478
sts | 0.283 | 0.193 | 0.276 | 0.225
stss | 0474 | 0.293 | 0.500 | 0.406
stsys | 0.424 | 0288 | 0.444 | 0.378

There are minor deviations compared to the results
for the centroid similarity measure on the Lee dataset
reported in Sinoara et al. (2019) because there is a new
version of the NASARI dataset. However, the overall
results of centroid based similarity are inline with the
previous study for both approaches (NASARI approach
and word2vec approach).

According to the Pearson correlation, we slightly
outperform centroid measure with weighted centroid
measure (on both datasets) and in some cases with vari-
ations of sts measure.

In comparison to the results reported for the SICK
dataset, presented approaches are better than few ap-
proaches described in (Marelli et al., 2014). How-
ever, only word2vec in combination with both centroid-
based methods slightly outperforms baseline (reported
as an overlap of 0.63). For Lee dataset, the results show
that both centroid-based methods and stsgo perform
better than human inter-agreement of 0.61.

Figure 1 shows scatter plots of relationships between
automatically determined scores of semantic similarity
and human ratings in four different cases. The first two
cases (A) and (B) refer to the methods with the highest
score on the SICK and Lee datasets respectively. Two
other cases (C) and (D) illustrate relationships between

automatic and human judgments in the worst cases. It
is obvious from the large dispersion that automatically
determined scores are not much correlated with the hu-
man intuition.

Human rating
Human rating

o a6
Similarity

Similarity

. JHumenrating
NHumarlraEmg "

2 B
Similarity Similarity

C D

Figure 1: Scatter plots of relationships between human
judgments and various approaches on two datasets:
(A) the best results with sim.,s method on the SICK
dataset; (B) the best results with sim.,s2 method on the
Lee dataset; (C) the worst results with sts method on
the SICK dataset; (D) the worst results with sts method
on the Lee dataset

Since sts measure has the lowest values for both
Pearson and Spearman correlations for all cases, we
did some extra experiments with tuning parameters k1
and b. Their default values are k1 = 1.2 and b = 0.75.
Through tuning of those parameters, we found values
that are optimal for this task. Parameter tuning and op-
timal values are shown in Figure 2.

05
. /”—\

Pearson
Pearson

o3
— k1=100 — k1=100
k1=1.2 k1=1.2

02 os 06
Variable b

Lee dataset

0a a5 os
Variable b

SICK dataset

Figure 2: k1 and b tuning for datasets SICK and Lee.
Y-axis is Pearson value and X-axis is b value. Top
curve (blue) is for k1 = 100, and bottom curve (red) is
for k1 = 1.2.

5 Conclusion

In this paper, we present preliminary research focused
on the measuring semantic similarity of short texts.
We test and compare two representation models: tra-
ditional word2vec model and its extension with em-
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beddings of word senses NASARI provided by the Ba-
belfy system. We combine these representation mod-
els with centroid-based and BM25-based methods and
their variations.

Evaluation results on two datasets (SICK and Lee)
in terms of Pearson and Spearman correlations indicate
that word2vec model performs better than its extension.
The reason might be that the NASARI dataset is not yet
fully developed. We expect that with the better version
of NASARI and Bablefy, this extended representation
model, NASARI + word2vec will perform better.

Concerning the different methods for measuring
similarity, there is no consensus on which method is the
best. According to the Pearson correlation, weighted
centroid measure slightly outperforms centroid mea-
sure (on both datasets) and variations of sts measure
that we propose in this paper performs better than in
sts general. Results are slightly above the human inter-
agreement. The overall results are still not enough cor-
related with the human scores. However, there is still
room for improvements.

For future work, we plan to systematically exper-
iment with all other available representation models.
Moreover, we will explore and incorporate more ex-
ternal knowledge resources like for e.g. ontologies,
Google Knowledge Graph, Wikipedia, etc..
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