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Abstract. One of the first difficulties in conducting a
thorough analysis of statistical machine translation
involving Croatian as a morphologically rich and
resource poor language is the lack of quality language
resources. This paper presents results of two standard
fourteen feature Croatian-English phrase-based sta-
tistical machine translation systems. Prior to building
the second system a partial pseudo-lemmatization of
the Croatian parts of training and test sets is made
in an attempt to simplify the translation process.
Besides automatic evaluation, a manual evaluation is
conducted in order to gain insight into the nature of
the translation differences achieved between the two
systems.
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1 Introduction

This paper presents two newly built Phrase-Based
Statistical Machine Translation (PBSMT) systems for
translating from Croatian into English. This language
pair has become particularly interesting since July
2013 when Croatia gained EU membership. One of the
first difficulties in conducting a thorough experimenta-
tion with the standard PBSMT involving this language
pair is the lack of quality language resources. Adequate
resources, and therefore SMT systems, are mainly de-
veloped only for widespread languages. The domain of
our choice is Acquis Communautaire domain since this
domain, to the best of our knowledge, enables access
to the biggest existent parallel corpus of the languages
concerned. The practical result of this research is the
creation of language resources necessary for SMT.
SMT systems are representatives of a data-driven
approach to machine translation (MT) [5]. The data-
driven approach to MT started its development in the

1980s, while the idea of SMT came out of the IBM re-
search labs at the end of 1980s. Research on SMT has
been facilitated by the tools developed by the partici-
pants of the John Hopkins University workshop which
were made freely available, so SMT reached its full
bloom around the end of the millennium [13]. The
grounds of SMT are set out in [4]. In the context of the
classification presented by Vaquois’ triangle [10], PB-
SMT systems are one step above the direct approach,
because they take word inflections into account. These
systems are unidirectional, i.e. they can translate from
one language into the other, but not vice versa. PBSMT
systems [11, 18] are among the highest quality systems
of nowadays [13]. The term phrase refers to a randomly
selected sequence of words and not to its usual linguis-
tic interpretation. An illustration of the translation pro-
cess in the Croatian-English PBSMT systems is given
in Fig. 1. Although the second sentence translation in
the illustration is ill formed, it is provided to illustrate
the reordering that occurs in the translation process.

The second section of the paper gives overview of
research similar to the one presented here, with a spe-
cial focus on Croatian, and south Slavic languages in
general. At the beginning of the third section a con-
cise contrastive analysis of Croatian and English is
given. Since these languages have many differences, a
morphological analysis of the Croatian parts of train-
ing and test sets is made prior to building the sec-
ond system. The analysis is guided by the research in
Goldwater and McClosky [9], Popovi¢ et al. [21, 22],
Popovi¢ and Ney [23], and Maucec and Kaci¢ [17].
The second part of the third section describes train-
ing and test sets used in the research. A detailed de-
scription of the systems built is given in the last part
of the section three. Section four reports translation re-
sults of the two systems in terms of TER (Translation
Edit Rate) [26], BLEU (Bilingual Evaluation Under-
Study) [19] and Meteor [1], and with regard to the sys-
tem optimization procedure. Manual evaluation results
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Figure 1: Illustration of the Croatian-English PBSMT.

are given at the end of section four. The major findings
are summarized in the conclusion.

2 Related work

SMT systems started to be enriched with simple lin-
guistic transformations already in 1992 [3]. Pseudo-
lemmatization is one type of morphological analy-
sis that is conducted in the pre-processing phase. It
changes surface forms of words into new forms, ei-
ther lemmas, roots, part-of-speech (POS) tags and
morphemes, or the combination of these. Accord-
ing to [32], a morphological analysis should be done
when there is no sizeable parallel corpus. Moreover,
the authors show that lemmatization as one possible
morphological analysis has no effect only when used
on medium sized corpus. Lee [15] also shows that
morphological analysis boosts translation quality even
when there is a sizeable parallel corpus.

The research presented in this paper is similar to the
research in Goldwater and McClosky [9]. They show
that SMT systems can be improved by conducting mor-
phological analysis of the source language training and
test sets. Three of the suggested methods imply only
pre-processing changes. The first suggested method is
lemmatization which decreases the total number of dis-
tinct tokens. The authors experiment with lemmatiz-
ing only certain POS categories and with lemmatizing
only scarce word forms. The latter modification shows
promising results on the tuning set. Lemmatizing by
truncating word forms, although beneficial when com-
pared to the approach without lemmatization, proves
to bring statistically significant deteriorations in scores
compared to full lemmatization. The second sug-
gested method introduces pseudo-tags which stand for
grammatical categories. The third method is pseudo-
lemmatization, which differs from pseudo-tagging in
that the lemma and the tag are written as a unit. It
proves helpful in cases where a phenomenon is ex-
pressed morphologically in both languages. The "sim-

plification" of morphology is also present in Watanabe
et al. [31], where stemming is done prior to truncating
to four letters.

The problem of small parallel corpus can be tackled
with phrasal lexicon, as given in Popovi¢ and Ney [23].

The related work involving south Slavic languages
can be found in Popovi¢ et al. [21, 22], Popovié
and Ney [23], and Maucec and Kaci¢ [17]. Popovié
et al. [21] exploit selected stemming in the Serbian-
English translation direction. Popovié et al. [22] con-
duct two types of morphological analysis, similarly to
Goldwater and McClosky [9]. These entail lemmati-
zation and inserting person pseudo-tags before verbs.
Both studies lead to error reduction. In a subsequent
study, Popovi¢ and Ney [23] show that article exclusion
is beneficial in the English-Serbian set-up. They em-
phasize that enriching verbs with person pseudo-tags
helps, but only if the corpus is not too small. Lemma-
tization as a pre-processing step is also applied in [17]
for the Slovenian-English language pair and error re-
duction is achieved.

SMT involving Croatian is explored in [16] and [2].
The former entails the weather forecast domain and
the latter the legal domain. Both studies involve only
Croatian-English translation direction.

3 Experiments

3.1 Language pair

The languages selected for this research belong to two
different categories from multiple aspects - while En-
glish is resource rich and morphologically poor, Croa-
tian is resource poor and morphologically rich lan-
guage. In this paragraph only major characteristics of
Croatian are enlisted, for the reader to gain insight into
the differences that might hinder the translation pro-
cess. Croatian belongs to a Slavic group of languages,
which are characterized by a relatively free word order.
English, on the other hand, is a subject-verb-object lan-
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guage. Croatian inflectional morphology is rich for all
open word classes. Nouns, pronouns, adjectives, and
some numbers are fully inflected with seven grammat-
ical cases, two grammatical numbers and three gram-
matical genders. There are seven cases with a simpli-
fication developed over time according to which dative
and locative of singular, and dative, locative and in-
strumental of plural, and nominative and vocative of
plural are associated to the same word forms [8]. In
English, pronouns are inflected only with three gram-
matical cases, while nouns change form only in the
possessive case. Gender, on the other hand, is not an
inflectional category. The grammatical number is dis-
played in nouns, pronouns and articles. In Croatian,
verbs are conjugated to communicate gender, person,
number, tense, aspect, mood and voice, while English
verbs are not heavily inflected. In general, the only
inflected forms of English verbs are third person singu-
lar present tense forms, past tense forms, past partici-
ple (which may be the same as the past tense) forms,
and -ing forms that serve as present participles and
gerunds. Furthermore, some Croatian nouns have two
different plural forms depending on the number preced-
ing them [30]. With verbs, person is often expressed
though suffix and pronoun is often dropped. The nega-
tion of the three most important verbs (to be, to have
and to want) is formed by affixing the particle ne [30].
The lack of articles in Croatian is another major differ-
ence between the two languages concerned.

Since the contrastive analysis of the languages re-
veals many differences, a morphological analysis is
made prior to the second part of the research.

3.2 Language resources

A small subset of the English-Croatian part of the Ac-
quis Communautaire is checked for spelling mistakes,
manually segmented, and manually segment-aligned.
We refer to the segment, rather than the sentence, be-
cause representative sentences of Acquis Communau-
taire are in most cases either extremely short or ex-
tremely long. Manual work is done using the tool
CorAl described in [25]. In order to reduce the number
of distinct tokens, all the digits are replaced with a to-
ken @. The set is tokenized, lowercased, and cleaned
from redundant spaces or empty lines. The segment-
aligned parallel corpus, which entails 300 documents
from 1957 to 2007, forms the translation training set
(Table 1). All the rows in Table 1 and subsequent tables
which show the number of tokens, unique tokens, and
hapax legomena, do not include punctuation, and the
statistics are calculated after replacing the digits with
@. There is an obvious difference in the numbers of
tokens and distinct tokens between Croatian and En-
glish part of the parallel corpus, the reasons for which
lie in the language divergences discussed in the previ-
ous section. Rich morphology decreases the total num-
ber of tokens but increases the number of distinct to-

kens. Finally, all the segments which have over 100
tokens or which do not comply with the 9:1 ratio im-
posed by GIZA++ tool are filtered out. Frequency anal-
ysis reveals that the most frequent Croatian word is the
preposition u, while the most frequent English word is
the article the. In general, the majority POS category in
the top ten frequency list in both languages are prepo-
sitions.

Table 1: Filtered training set.

CRO EN
# of segments 35467 | 35467
avg seg length 14 16
# of tokens 569839 | 661160
# of unique tokens 24534 10990
# of hapax legomena 9364 3493

The tuning set (Table 2) and the two tests sets (Ta-
ble 3, 4) are based on 11 documents created from 2007
onwards and prepared in the same way. Each contains
the total of 638 sentences. All the sets except for the
translation training set and language training set are
disjunct.

Table 2: Tuning set statistics.

Tuning set
CRO EN
# of sentences 638 638
avg sentence length 20 25
# of tokens 14631 | 17706
# of unique tokens 3329 | 2123
# of hapax legomena 1848 975
Table 3: Test set 1 statistics.
Test set 1
CRO EN
# of sentences 638 638
avg sentence length 21 25
# of tokens 14715 | 17908
# of unique tokens 3268 | 2163
# of hapax legomena 1789 903]

The English language model is trained on the En-
glish version of Acquis Communautaire [27]. The total
of 23.545 documents is collected (Table 5). Since the
documents contain closing phrases in all of the official
EU languages, these phrases have been filtered out in
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Table 4: Test set 2 statistics.

Test set 2 \
CRO EN
# of sentences 638 638
avg sentence length 21 26
# of tokens 15106 | 18653
# of unique tokens 3227 | 2025
hapax legomena 1713 884

all but the English language by running a script after
manually inspecting the documents.

Table 5: Language model training set statistics.

Language model training set

# of sentences 2389943
avg sentence length 24
# of tokens 65016878
# of unique tokens 326438
# of hapax legomena 139896

3.3 Croatian-English SMT systems

All the models built within this research have fourteen
standard features - 3-gram language model score [28],
phrase translation table scores in both directions, lexi-
cal weighing scores in both directions (the product of
lexical probabilities of words aligned to correspond-
ing foreign language words within phrases), phrase
penalty, word penalty, and seven reordering features.
Besides the distance model which punishes movements
as they get larger, the remaining reordering features are
the lexical model scores in both directions, whereas
only three reordering types are taken into consideration
- monotone, swap with previous phrase, and discontin-
uous. An open source tool Moses is used for training
the model components other than the language model
component [12].

An interpolated trigram language model is trained
with Chen-Goodman modification of Kneser-Ney
smoothing. Since in vivo evaluation of a language
model would be too expensive, an intrinsic evaluation
is performed, which uses perplexity as a metric [10].
There are about 3-4 percent of unknown words in each
of the sets before the replacement of digits with the to-
ken @, and about 1 percent after the replacement.

One SMT system (LegTran A) is built with the above
described resources. Prior to training the other system
(LegTran B), the Croatian part of the parallel corpus is
partially pseudo-lemmatized by combining and mod-
ifying the first and the third method defined in [9].

All the distinct tokens that have a frequency of two
are taken into consideration for pseudo-lemmatization.
Hapax legomena are not taken into account because
they are three times more numerous and they often
result from the tokenization error. Out of this pre-
selected set of tokens, only those tokens the root of
which appears at least twice in the set are selected for
pseudo-lemmatization. Lemmatization is done with the
help of the Croatian Lemmatization Server [29] and
with the following limitations:

- number category with nouns - djeci (children)
is pseudo-lemmatized as djeca and not as dijete
(child), i.e. plural nouns are reduced to plural
nominative, and not to singular nominative as in
full lemmatization

- degree with adjectives - siroj (wider) is pseudo-
lemmatized as $iri and not as Sirok (wide), i.e.
adjectives are reduced to nominative of the cor-
responding degree, and not to positive as in full
lemmatization

- tense tag is added to the present participle - pred-
loZio (proposed) is pseudo-lemmatized as pred-
loZitiS and not as predloZiti (propose)

- third person singular verbs in present tense - pred-
laZe (proposes) is not pseudo-lemmatized

- homographs - sam is not pseudo-lemmatized be-
cause it can stand for the weak form of the first
person singular present tense helping verb ’to be’
or for the adjective ’alone’, i.e. words that share
the same written form but differ in meanings are
not pseudo-lemmatized

The number of distinct tokens is reduced by 2 per-
cent, while the number of hapax legomena is reduced
by the total of 51, or 0.01 percent. The highest number
of changes is done on adjectives (Table 6).

Table 6: The number of pseudolemmatized forms per
POS.

| [N |V [Adj [P]
training set | 163 | 146 | 1148 | 6
tuning set | 6 1 31 0
test set 1 1 1 21 0
test set 2 5 1 35 0

4 Results

Automatic evaluation is performed using the most
widespread metrics in SMT - TER, BLEU and Me-
teor. Significance testing is performed using approx-
imate randomization and the sign test, which, unlike
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bootstrapping [24], are not susceptible to type I mis-
takes [6].

4.1 Without optimization

In the first part of the evaluation, optimization of sys-
tem parameters is not performed, i.e. system parame-
ters are set to default values - reordering models get the
weight of 0.3, language model 0.5, translation models
0.2, and word penalty gets the weight of -1. Motiva-
tion for such an experiment is found in Ozdowska and
Way [20]. Although optimization would definitely lead
to better absolute overall results [7], there is no reason
to believe that it would give radically different relative
results. We wanted to confirm that intuition.

BLEU difference between the system without
pseudo-lemmatization and the one with pseudo-
lemmatization is not statistically significant accord-
ing to approximate randomization. Furthermore, since
there is a huge variance in each test set result, the test
sets are joined, which results in lower variance and
therefore confirms the necessity of having a bigger test
set.

Since automatic evaluation leads to no significant
conclusions, a quick manual analysis of the pseudo-
lemmatization effects is done. The total of 10 sen-
tences, which are affected by pseudo-lemmatization,
are extracted and errors are analyzed. A short look at
the differences in translations obtained by LegTranA
and LegTranB is given in Table 7. SRC_A stands
for the source sentence provided to the LegTranA, and
SRC_B stands for the source sentence provided to the
LegTranB. The first sentence illustrates that the word
kombinaciju is correctly translated only after pseudo-
lemmatization. The second sentence illustrates the
same point with the verb provelo. The last sentence
illustrates the surrounding word translation changes
caused by pseudo-lemmatization.

Altogether, in all the analyzed sentences one verb
pseudo-lemma actually deteriorates the translation,
while one verb pseudo-lemma makes the translation
possible. With nouns, cases with the same the trans-
lation and cases with the facilitated translation are de-
tected. With adjective pseudo-lemmas, in one of the
selected sentences the translation deteriorates, while in
other three cases the translation stays the same or the
adjective stays untranslated but the surrounding word
translations improve.

This short analysis suggests that pseudo-
lemmatization has some positive effects and that
these effects would possibly be reflected in automatic
scores if both translations, reference and machine,
were stemmed. Lavie et al. [14] show that automatic
and human scores correlate better when more weight is
given to recall than to precision. This is due to the fact
that translation may be recovered but not in the exact
form, which metrics like BLEU do not appreciate as
they should. Although pseudo-lemmatization recovers

certain translations, not all of them add up to the
final BLEU score. More precisely, only those that are
recovered in the exact form influence the automatic
evaluation result. Human evaluation, on the other
hand, values all of them as far as the criterion of
adequacy is concerned.

4.2 With optimization

After running MERT optimization on the tuning set for
both systems, BLEU results of each system individ-
ually improve between 0.6 and 0.8 BLEU points on
both test sets. The differences in scores prove to be
statistically significant according to approximate ran-
domization. Since MERT is known for its instability,
we conduct optimization at least 3 times in order to
compare the optimized systems properly. The differ-
ence in BLEU, Meteor and TER results between Leg-
Tran B and LegTran A on test set 1 and joint test set
is statistically significant, while the one on test set 2 is
significant only for TER (Table 8).

Table 8: BLEU, Meteor and TER results on test sets
translated by MERT-optimized systems marked by A
and B, whereas A stands for LegTran A and B stands
for LegTran B.

| BLEUT | Meteort | TER] |

test set 1 A 38.8 35.8 46.1
B 39.2 36.0 45.7
A 38.2 35.9 46.6
test set 2 B %3 = prd
test sets A 38.5 358 | 46.4
B 38.7 36.0 45.9

The best translations of a small subset of source sen-
tences, i.e. the closest to their respective reference
translations (marked as REF) in terms of BLEU, are
provided for illustration purposes in Table 9.

4.3 Manual evaluation

Manual evaluation is conducted according to the cri-
teria of adequacy and fluency on a typical 1-5 scale.
The evaluation is performed by two professional trans-
lators with a degree in English. Altogether 400 ran-
domly chosen sentences translated by LegTran A and
400 randomly chosen sentences translated by LegTran
B are evaluated. The judges are oblivious to the origin
of translations and each of them judges sentences from
both systems interchangeably in a completely random
order. The results are given in Table 10.

There is the total of 130 overlapping source sen-
tences judged for both systems. The sign test checks
how likely a sample of better and worse BLEU scores
would have been generated by two systems of equal
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Table 7: LegTranA and LegTranB translation differences.

SRC_A podnositelj zahtjeva odabire jedan modul ili kombinaciju modula koji su navedeni u sljedeéoj
tablici .

SRC_B podnositelj zahtjeva odabire jedan modul ili kombinacija modula koji su navedeni u sljedecoj
tablici .

LegTranA the applicant shall select one modul or kombinaciju of module referred to in the following
table .

LegTranB the applicant shall select one modul or a combination of module referred to in the following
table .

SRC_A ono podnositelju ( podnositeljima ) zahtjeva izdaje ispitno izvjesce i po potrebi izvjesée o
inspekcijskom pregledu i/ ili testiranju , ako ga je provelo .

SRC_B ono podnositelju ( podnositeljima ) zahtjeva izdaje ispitno izvje$ée i po potrebi izvjesce o
inspekcijskom pregledu i/ ili testiranju , ako ga je provestilS .

LegTranA it by the ( podnositeljima ) applications shall be issued by a test report and , where appropriate
, areport on the inspekcijskom pregledu and / or a test , if by .

LegTranB the council by ( podnositeljima ) applications shall be issued by a test report and , where
appropriate , a report on the inspekcijskom pregledu and / or a test , if it is applied .

SRC_A svaki nacrt zakonodavnog akta mora sadrzavati detaljnu izjavu kojom se omoguéuje procjena
postovanja nacela supsidijarnosti i proporcionalnosti .

SRC_B svaki nacrt zakonodavnog akta mora sadrzavati detaljan izjavu kojom se omogucuje procjena
postovanja nacela supsidijarnosti i proporcionalnosti .

LegTranA each of the zakonodavnog act must contain the detailed declaration which allow the assess-
ment of respect the principle of subsidiarity and proportionality .

LegTranB any draft zakonodavnog act must include a detailed statement of assurance as to allow the
assessment of respect the principle of subsidiarity and proportionality .

Table 9: The best translations for a selected set of sentences.

SRC vijece , djelujudi jednoglasno na prijedlog komisije , donosi odluku kojom se odreduje sastav
odbora .

BEST the council , acting unanimously on a proposal from the commission , shall adopt the decision
determining the composition of the committee .

REF the council , acting unanimously on a proposal from the commission , shall adopt a decision
determining the committee ’s composition .

SRC vijeée djeluje u skladu s clankom @ @ @.e.

BEST the council shall act in accordance with article @ @ @ _e.

REF the council shall act in accordance with article @@ @ e .

SRC ovom se izjavom ne dovode u pitanje odredbe ugovora kojima se uniji dodjeljuje nadleZnost
, ukljucujudi i u podrucju socijalnih pitanja .

BEST this declaration shall be without prejudice to the provisions of the union jurisdiction , includ-
ing in the field of social issues .

REF this declaration is without prejudice to the provisions of the treaties conferring competence
on the union , including in social matters .

SRC taj je postupak utvrden clankom @@ @ .

BEST this procedure laid down in article @ @ @ .

REF this procedure is defined in article @@ @ .
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Table 10: Manual evaluation results of optimized sys-
tems according to the criteria of fluency and adequacy.

] \ Sys \ Fluency \ Adequacy \ Total ‘
A 3.55 328 | 6.83
B 3.40 351 | 691

Grades

performance. According to the sign test LegTran B is
significantly better with respect to the adequacy crite-
rion. No conclusion can be reached for the second cri-
terion.

A strong positive correlation is determined between
the two criteria according to the Pearson correlation co-
efficient. Furthermore, a moderate negative correlation
between the number of words and fluency and a weak
negative correlation between the number of words and
adequacy grades is determined in LegTranB.

5 Conclusion

Partial pseudo-lemmatization on the Croatian part of
the parallel corpus brings slight improvements. How-
ever, if only automatic evaluation were performed
on the non-optimized systems, these improvements
would remain unknown. On the MERT optimized sys-
tems, the score improvements achieved with pseudo-
lemmatization reflect statistically significant differ-
ences on the first and joint test sets according to all
three metrics. Due to the instability of the optimiza-
tion procedures undertaken, conclusions are made with
respect to the important parameters. However, prior
to reaching any conclusions on pseudo-lemmatization
based on automatic evaluation results, effects of dif-
ferent optimization techniques need to be thoroughly
examined.

Manual evaluation gives insight into the nature
of the differences achieved and reveals that pseudo-
lemmatization boosts adequacy at the expense of flu-
ency. The effects of pseudo-lemmatization still need to
be confirmed in a bigger scenario incorporating many
more pseudo-lemmas. Another interesting line of re-
search would be to examine pseudo-lemmatization ef-
fects as the training set size grows. Finally, since
pseudo-tag for person shows to be important for Czech
which is a pronoun drop language, in our future work
we plan to incorporate that set of pseudo-tags.
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