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Abstract. In this paper we introduce the integration
of cognitive agents in visual novels to enhance player
interaction and immersion as part of an experi-
mental student project during a Game Development
Platforms course. Traditional visual novels rely on
predetermined dialogue options, limiting the player’s
engagement and creating a static narrative experi-
ence, while our approach uses cognitive agents for
real-time, dynamic conversations. The agent, trained
on an extensive question-answer database, improves
the realism of in-game dialogues. Despite challenges
in linking the cognitive agent with the visual novel, our
work marks a significant step towards more interactive
and lifelike gaming experiences.
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1 Introduction

Cognitive agents (Markus Schatten, Puri¢, Peharda,
and Tomici¢, 2022), as sophisticated software entities
capable of simulating human-like cognitive functions,
have become a pivotal area of research and develop-
ment in artificial intelligence (AI). Cognitive agents,
as opposed to chatbots, have the ability to understand,
learn, and interact within complex environments us-
ing various cognitive interfaces possibly including vi-
sual as well as audio (especially human language) in-
terfaces based on various text to speech (TTS) and
speech to text (STT) technologies. Additionally, they
usually have an animated avatar making their presence
even more realistic. Such characteristics make them
ideal for enhancing user experiences across various do-
mains, including interactive digital entertainment. This
paper explores the innovative integration of cognitive
agents into visual novels, aiming to transform tradi-
tional narrative experiences into dynamic, immersive
interactions.

The core concept of cognitive agents lies in their
capacity for natural language understanding, decision-

making, and adaptive learning. Unlike static, hard-
coded systems, cognitive agents can process and re-
spond to user inputs in real-time, offering personalized
and engaging interactions. These agents operate on
datasets, making use of machine learning algorithms
to continuously improve their performance and adapt
to new scenarios. This approach not only broadens the
scope of player interaction but also sets a standard for
the application of cognitive agents in narrative-driven
game environments.

Visual novels (Cavallaro, 2009) are interactive,
narrative-driven video games that combine written text,
static or animated graphics, and sound to tell a story,
often with branching plotlines and multiple endings
based on player choices. They are a popular genre
in Japanese gaming culture, known for their rich sto-
rytelling and immersive experiences, spanning various
genres such as romance, mystery, and fantasy.

The integration of cognitive agents into visual nov-
els presents unique challenges, particularly in terms of
ensuring the agents are embedded properly within the
visual novel. However, the potential benefits, including
more lifelike character interactions and adaptive story-
telling, make this a promising area for future explo-
ration. Through this work, we aim to demonstrate how
cognitive agents can elevate the interactivity and im-
mersion of digital narrative experiences, making way
for more user-centered game design.

Herein we will showcase an experimental imple-
mentation of a visual novel game that includes cog-
nitive agents as actors in-game. The integrated cogni-
tive agents are based on the Beautiful ARtificial Intelli-
gence Cognitive Agent (B.A.R.I.C.A.) architecture that
we have developed in previous work (Markus Schatten,
Purié, and Peharda, 2021; Markus Schatten, Purié, Pe-
harda, and Tomicié¢, 2022; Markus Schatten, Protrka,
et al., 2021; Markus Schatten, Marinela Schatten, and
Inkret-Martin&evié, 2023; Sokec, 2019). For the imple-
mentation we have used the Monogatari visual novel
engine'. The experimental project has been conducted
during a Game Development Platforms undergraduate
course at the Faculty of Organization and Informatics
University of Zagreb in which a team of 12 students

I'See https://monogatari.io/
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have been tasked to develop a visual novel by integrat-
ing cognitive agents technology under the guidance of
the course lecturer.

The rest of this paper is organized as follows: firstly
in section 2 we provide an overview of related work.
Then, in section 3 the methodology of implementation
is shown. In section 4 we showcase our results and in
section 5 we draw our conclusions and provide guide-
lines for future research.

2 Related Work

While there has been numerous applications of chat-
bots in various gaming contexts (Khan and Sabahat,
2024) including but not limited to chatbots in on-
line communities (Seering et al., 2020), virtual reality
games Ren et al., 2020 as well as serius games (Van
Rosmalen et al., 2012) there is, up to our best knowl-
edge, no direct precedent for the specific application of
cognitive agents in visual novels. Nevertheless, there
are some related works that demonstrate the potential
of cognitive systems within various forms of entertain-
ment media. Two notable examples are the multimodal
chatbot (Bhushan et al., 2020). and the cognitive mod-
eling approach (Funge, 1999).

Bhushan et al. (2020) present No Body lives here
(ODO), a sophisticated multimodal chatbot for interac-
tive theater performances. This chatbot integrates vi-
sion and natural language processing capabilities, per-
forming tasks like face detection and crowd movement
tracking. While it operates within a live theatrical con-
text, its relevance to our research lies in demonstrating
how cognitive agents can manage complex, real-time
interactions within a narrative framework. However,
ODO’s focus on multimodal inputs and its movable
LED embodiment significantly differs from our work,
which emphasizes integrating cognitive agents for nat-
ural dialogue and storytelling in a digital visual novel
setting.

John Funge’s book, "Al for Games and Animation,"
discusses cognitive modeling for creating autonomous
characters in animated and real-time game contexts.
Funge’s focus on advanced character animation and au-
tomated cinematography underscores the role of cog-
nitive modeling in enhancing digital character realism
and autonomy. While relevant to our project, his ap-
proach centers on animation and gameplay, differing
from our work, which uses cognitive agents to gener-
ate dynamic dialogue and respond to player inputs in
visual novels.

Both works highlight the versatile application of
cognitive systems in entertainment media but do not
address integrating cognitive agents in visual novels.

Additionally, in our previous work we have used our
B.A.RI.C.A. cognitive agent architecture (overview
shown on Fig.1) for the implementation of various
application including for university student support
(Markus Schatten, Puri¢, and Peharda, 2021; Sokec,
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Figure 1: The B.A.R.I.C.A. cognitive agent architec-
ture overview (Markus Schatten, Puri¢, and Peharda,
2021)

2019), smart mobility (Markus Schatten, Puri¢, Pe-
harda, and Tomici¢, 2022), telemedicine (Markus
Schatten, Protrka, et al., 2021) as well as primary
school education (Markus Schatten, Marinela Schatten,
and Inkret-MartinCevi¢, 2023). Some of the implemen-
tations of these applications are shown on Fig.2

Herein we aim to extend the possible application of
cognitive agents to visual novels to transform static
dialogue systems in visual novels into dynamic, re-
sponsive interactions, introducing unprecedented real-
ism and interactivity in the genre, setting a new stan-
dard in interactive storytelling.

3 Methodology

At the beginning of a 15 week Game Development
Platforms course a team of 12 students had been
tasked to develop a visual novel game using the Mono-
gatari engine, incorporating cognitive agents based on
the B.A.R.I.LC.A. cognitive agents architecture. The
project involved creating and preparing a visual novel
game where interaction is achieved through speech or
menu selections. The game was to be hosted on a
server running Debian or Ubuntu OS, and designed in
an adventure style. The team needed to create a nar-
rative with alternative endings, design characters (cog-
nitive agents), and implement machine learning mod-



Figure 2: Some incarnations of the B.A.R.I.C.A. cog-
nitive agents (Markus Schatten, Marinela Schatten, and
Inkret-Martincevic, 2023)

els using the Python Chatterbot’> module. Character
animations should have been created using tools like
Crazy Talk® or other speech animation applications.

The team’s responsibilities included creating a
project plan and Game Desing Document (GDD), de-
signing the game’s graphical user interface (GUI), de-
veloping character animations representing cognitive
agents, and ensuring the use of free/open-source assets
compliant with licensing. Additionally, the team had to
implement, test the game, and develop an update sys-
tem to pull and install the latest code from the project
repository. Comprehensive project documentation de-
tailing all components and usage instructions should
have been prepared, with all code and documentation
published in the project repository.

Additionally, the team had to elect leaders which
were tasked to organize the team into departments,
oversee the work on the project as well as to report
to "upper management" (the lecturer). In the follow-
ing we detail their development process of creating and
embedding cognitive agents within the visual novel,
going over details regarding how the models had been
trained, the server communication setup, and integra-
tion of the bot with speech recognition capabilities.
The newly developed system roughly followed the ex-
tended architecture shown on Fig.3.

3.1 Game Desing and Storytelling

The storytelling department was instrumental in de-
signing the overall narrative and characters for the vi-

2See https://pypi.org/project/ChatterBot/
3See https://crazytalk.reallusion.com/animator.html
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Figure 3: Extended B.A.R.I.C.A. architecture

sual novel "Betrayed Trust." They crafted an immer-
sive fantasy world where the player, as a guild mem-
ber, must navigate a complex web of trust and betrayal.
The narrative focuses on the player’s interactions with
their two companions, Bizarr, a mysterious assassin,
and Rioth, a fearless warrior. The story has alterna-
tive endings, hinging on the player’s choices and in-
teractions with these characters. The team emphasized
creating a dynamic storyline where the player’s deci-
sions influence the narrative’s progression, allowing for
a personalized experience.

In designing the characters, the team utilized Al-
generated visuals to create distinct and memorable pro-
tagonists. Bizarr and Rioth (shown on Fig.4), the two
main characters, were designed to reflect their com-
plex personalities and roles within the story. Despite
initial technological limitations, which prevented more
detailed hand-drawn designs, the team managed to cre-
ate compelling character animations.

3.2 Bot Training and Development

Initially, the team utilized the ChatterBot library for
training individual cognitive agents. Each agent was
tailored with a unique personality by crafting a spe-
cific database of questions and answers. This approach
ensured that each agent responded distinctly, aligning
with its predefined character traits and narrative role
within the visual novel.

The dialogue script was finalized by the storytelling
department, creating a structured database of potential
questions and corresponding responses for each char-
acter. This database included not just direct responses
but also context-specific variations to reflect the char-
acter’s personality and role in the narrative.

For each agent, there was a Chatterbot instance con-
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Figure 4: Character design generated by Al

figured with custom logic adapters, one tasked with
identifying and returning responses based on the user’s
input, which is determined based on which response
matches the input best. The other logic adapter was in-
troduced to handle inputs that didn’t confidently match
any response. This prompts the user to clarify their in-
put and ensures that the agent’s responses are relevant
and appropriate regarding the context. This will later
be brought up in a bit more detail.

3.3 Integration

In order to integrate the cognitive agents into the
Monogatari visual novel engine a special Monogatary
component was developed that allowed for the inclu-
sion of the client cognitive agent code as characters in
the visual novel.

To enable real-time interaction between the cog-
nitive agents and the backend server, the team im-
plemented a WebSocket communication protocol. A
dedicated Python class on the Flask* based backend
side managed WebSocket communication, enabling
continuous messaging between the agents and the
server. This setup included configuring the Chatter-
Bot instance with custom logic adapters and a SQLite’
database to store conversation history and manage re-
sponse variability.

The Python class included methods to initialize a
read-only bot instance and handle incoming and out-
going messages. The key features included continuous
listening, which kept the bot in a permanent state of
actively listening to the surrounding sounds, process-
ing and responding to messages in real-time, as well
as message buffering, with the buffer ensuring that re-
sponses remained unique by checking for duplicates
and maintaining a history of recent interactions.

4See https://flask.palletsprojects.com/en/3.0.x/
5See https://www.sqlite.org/index.html

A Python script was developed to manage the inte-
gration of the cognitive agents with web-based func-
tionalities. This script utilized Flask for serving web
content and WebSocket capabilities to handle bidirec-
tional communication. The script offered a flexible ar-
chitecture, supporting both training mode for bot re-
finement and real-time interaction mode for seamless
gameplay experiences.

The script operated in two modes. First, the training
mode, meant for training the chatbot and using the pro-
vided data. Then the real-time interaction mode, which
would initialize the server and Flask application to han-
dle live user interactions.

Additionally, the WebSocket server ran on a separate
thread, to ensure that web content was effectively man-
aged via Flask on the main thread. This allowed for
efficient multitasking and ensured a responsive user in-
terface.

Integrating speech recognition was a necessary step,
in which lied the key to the interactivity of our cog-
nitive agents. Th team implemented this using the
JavaScript speech recognition API®, allowing the sys-
tem to process user speech and generate appropriate re-
sponses.

A JavaScript object was initialized to capture and
transcribe spoken inputs. This transcript was then sent
to the WebSocket server for processing by the cognitive
agents. The script also included handlers for various
events as was previously mentioned, one which was
triggered when speech was successfully recognized,
prompting the bot to respond. The other being used
for error handling; managed scenarios where speech
recognition failed or returned low confidence, ensuring
robust user interaction.

To reach our intended goal of the bot being visually
and audibly supported by voice lines and character ani-
mations, a dedicated JavaScript function controlled au-
dio and video playback based on user-triggered ques-
tions during conversations. This function synchronized
audio segments with corresponding video segments,
optimizing the timing and duration of multimedia el-
ements based on contextual dialogue within the visual
novel. This was achieved by using a single audio and
video file containing all recorded answers. Each an-
swer had a manually marked timestamp, allowing a
playback of specific segments according to the user’s
input.

4 Results

By the end of the project, the team had successfully
developed dynamic and contextually aware cognitive
agents that significantly enhanced the interaction ex-
perience within the visual novel.” These agents were

6See  https://developer.mozilla.org/en- US/docs/Web/API/Web_
Speech_API/Using_the_Web_Speech_API

7See the final GitHub repository here https://github.com/
AlLab-FOI/PRRI-CognitiveAgents2024 as well as the corre-
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meticulously trained using the ChatterBot library, each
equipped with a unique personality and a structured
database of potential questions and answers, which en-
sured distinct and authentic responses. The agents’ in-
teractions were made more immersive through the in-
tegration of supporting audio and video materials, in-
cluding voice lines and character animations, adding
depth to the user experience. Fig.5 shows the opening

screen of the visual novel game?®.

Figure 5: Opening screen of the visual novel with a
cognitive agent shown

The cognitive agents were embedded within the vi-
sual novel through a WebSocket communication sys-
tem that enabled real-time interaction between the
agents and the game environment. This system, man-
aged by a dedicated Python class, enabled continuous
messaging and real-time responses, maintaining a fluid
conversational flow. Additionally, the agents were en-
hanced with speech recognition capabilities, allowing
them to respond to user inputs in real-time. This fea-
ture allowed recognized speech transcripts to be sent to
the server, enabling the agents to process and respond
dynamically.

Everything was further supported by an audio and
video control system, which synchronized multime-
dia elements with the agents’ dialogue based on user-
triggered questions. This ensured an engaging user ex-
perience, blending visual and auditory components ef-
fectively to create a more believable and interactive sto-
rytelling environment.

5 Conclusion & Future Research

The integration of cognitive agents into visual novels,
as demonstrated by the "Betrayed Trust" project, show-
cases a significant advancement in interactive digital
storytelling. By employing cognitive agents capable of
real-time dialogue and adaptive responses, the project
has elevated the narrative experience beyond traditional
static interactions. The use of the B.A.R.I.C.A. archi-
tecture and the Monogatari engine provided a robust
framework for embedding these intelligent agents, re-
sulting in a more immersive and engaging user experi-

sponding itch.io site of the project here https://ailab-foi.itch.io/
prri-cognitiveagents2024

8The Fantasy Ren’py GUI template asset pack by Sklolaztika
has been used for the user interface https://skolaztika.itch.io/
fantasy-renpy-gui-template

ence. The successful implementation of speech recog-
nition and real-time multimedia synchronization fur-
ther enhanced the interactivity and realism of the game,
marking a noteworthy achievement in student-led game
development projects.

Despite the project’s success, several challenges
were encountered, particularly in integrating cognitive
agents with the visual novel framework and ensuring
smooth real-time interactions. These difficulties high-
lighted the need for more sophisticated tools and tech-
niques for seamlessly blending Al-driven dialogue sys-
tems with traditional game engines. Future research
should focus on refining these integration processes,
exploring more advanced machine learning models for
dialogue generation, and enhancing the scalability of
cognitive agents in more complex game environments.
Additionally, user feedback on the interactive experi-
ence might provide valuable insights for improving the
design and functionality of cognitive agents in future
projects.

Future research could also investigate the application
of cognitive agents in other genres of interactive fic-
tion and gaming. Expanding beyond visual novels to
include role-playing games (RPGs), simulations, and
other narrative-driven experiences can further demon-
strate the versatility and potential of cognitive agents
in enhancing user engagement. Moreover, integrating
more advanced Al technologies, such as deep learn-
ing and natural language understanding, can signifi-
cantly improve the responsiveness and realism of these
agents. By continuing to innovate and explore new ap-
plications, the potential for cognitive agents to trans-
form digital storytelling and interactive media remains
vast and promising.
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