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Abstract. Face detection is one of the most researched
fields in deep learning, but some aspects have not yet
been sufficiently researched. In this paper, we will
focus on the application of deep transfer learning for
detecting face images with moustache. For the purpose
of this paper, we use a version of the MobileNetV2
convolutional neural network which was pretrained
on the ImageNet dataset and the provided weights
are used for transfer learning to moustache detection
problem. In addition, we created a balanced dataset
for moustache detection from FFHQ dataset. Using
our approach we were able to achieve a testing
F1-score of 89%.

Keywords. face biometrics, neural networks, mous-
tache detection, MobileNetV2, FFHQ dataset

1 Introduction
Deep transfer learning is a valuable technique in the
field of computer vision that allows the transfer of
knowledge learned from one task to another, and in re-
cent years, it has been used to achieve state-of-the-art
performance in various tasks, including object detec-
tion, image classification, and face recognition.

In this paper we will focus on the application of
the deep transfer learning for detecting face images
with moustache, where using deep transfer learning in
such a context may have several advantages. Firstly, it
can lead to improved accuracy as it leverages knowl-
edge obtained from large datasets of face images, lead-
ing to improved performance in detecting face im-
ages with moustache. Secondly, it reduces training
time since the model can be fine-tuned using a smaller
dataset rather than being trained from scratch. Further-
more, deep transfer learning algorithms are designed
to generalize well, resulting in improved generaliza-
tion on new, untested data. They can also be engi-
neered to be robust to variations in lighting, facial ex-
pressions, and camera viewpoint for example. Addi-
tionally, deep transfer learning algorithms require less
computational resources compared to building a model
from scratch. This makes them well-suited for deploy-

ment in resource-constrained environments, where ef-
ficiency is crucial. By leveraging pre-trained weights
and knowledge from existing models, deep transfer
learning minimizes the computational burden, enabling
effective moustache detection on face images without
excessive resource requirements.

Due to their cultural and historical relevance, mous-
taches in particular have been extensively studied as
an important visual cue for gender classification and
face recognition. Detecting face images with mous-
tache can be challenging due to the variations in mous-
tache shape, size, and color, and influenced by factors
such as facial expressions, lighting, and camera view-
point.

The further motivation for moustache detection can
be found in various potential use-cases. For instance,
it can enhance gender classification algorithms by de-
tecting moustaches on face images, thus improving ac-
curacy. Moustaches can also significantly impact face
recognition performance, making moustache detection
relevant in the field. In surveillance systems, identify-
ing individuals based on their facial hair through mous-
tache detection can be valuable in settings like secu-
rity checkpoints, border control, and criminal investi-
gations. Moustache detection also holds potential for
personalized experiences, such as within augmented
reality applications. Moreover, analyzing trends in fa-
cial hair and targeting specific demographics based on
their facial hair preferences can be advantageous in
marketing and advertising endeavors.

In this paper, we will present a state of the art re-
search efforts within the field, and propose a solu-
tion by applying a deep transfer learning for detecting
moustache on face images.

Section 2 will provide a related work overview; Sec-
tion 3 will illustrate the network architecture of the pro-
posed model; Section 4 will provide more detailed in-
formation on the used dataset, training, validation and
testing protocol, and demonstrate and discuss achieved
results. Section 5 will conclude and discuss the impli-
cations of the research and possible future work.

Proceedings of the Central European Conference on Information and Intelligent Systems_____________________________________________________________________________________________________301

 
34th CECIIS, September 20-22, 2023
_____________________________________________________________________________________________________  

Dubrovnik, Croatia



2 Related work

When talking about facial hair in the context of face
recognition we are most commonly talking about two
separate fields of research: facial hair detection and
facial hair segmentation. Facial hair detection, as the
name implies focuses on detecting facial hair in images
of individuals or group images (Yang et al., 2018).

The authors in (Yang et al., 2018) present a DCNN
for face detection leveraging facial attributes-based su-
pervision called Faceness-Net. Some of the attributes
they focus on are beard, no beard, goatee, 5 o’clock
shadow, mustache, and sideburns. They use the La-
beled Faces in the Wild (LFW) dataset (Huang et al.,
2007) for training, and chose to combine the evalua-
tion to one category ‘hair+beard’. They use cropped
images achieving a detection accuracy of 95.56% and
uncropped images achieving a detection accuracy of
94.57%. They conclude that hair, eye, and nose parts
perform much better than the mouth and beard.

In (Gudi, 2016) the authors focus on recognizing
semantic features in faces using deep learning. They
test the effects of various factors and hyper-parameters
of deep neural networks for an optimal network con-
figuration that can accurately recognize semantic fa-
cial features like emotions, age, gender, ethnicity, etc.
In their research, they include ‘add-on’ features like
glasses and facial hair (beard and moustache). The
baseline architecture relies on a ReLu model and is
trained and tested on the VV Dataset (“Vicarious Per-
ception Technologies” 2023) and Facial Expression
Recognition (FERC) Dataset (Goodfellow et al., 2015).
The features of beards and moustaches are further clas-
sified into three categories consisting of non, light, or
heavy. The authors achieve a final accuracy of 88.1%
for the beards and 89.13% for the moustaches. They
conclude that their network’s precision for detecting
glasses and heavy moustaches is very high, but the net-
work does not learn very precise light beards and no
beard classifiers.

In (Hand and Chellappa, 2016) the authors present
a multi-task network for attribute classification. They
present attribute relationships in three ways: using a
multi-task deep convolutional neural network (MCNN)
sharing the lowest layers amongst all attributes, sharing
the higher layers for related attributes, and building an
auxiliary network on top of the MCNN which utilizes
the scores from all attributes to improve the final classi-
fication of each attribute. In addition, the authors have
separated facial hair into five categories consisting of
5 o’clock shadow, moustache, no beard, sideburns, and
goatee, using the CelebA (Liu et al., 2015) and LFWA
(Huang et al., 2007) datasets for training and testing.
They conclude that on the CelebA dataset using all
three approaches the best results were achieved on the
sideburns samples achieving 97.77% on the Indepen-
dent CNN, 97.82% on the MCNN, and 97.85% on the
MCNN-AUX, while the lowest results were achieved

on the 5 o’clock Shadow categories achieving 93.94%
on the Independent CNN, 94.41% on the MCNN, and
94.51% on the MCNN-AUX. On the LFWA dataset us-
ing all three approaches the best results were achieved
on the moustache samples achieving 93.69% on the In-
dependent CNN, 93.53% on the MCNN, and 93.43%
on the MCNN-AUX, while the lowest results were
achieved on the 5 o’clock Shadow categories achiev-
ing 77.39% on the Independent CNN, 77.70% on the
MCNN, and 77.06% on the MCNN-AUX. On the
LFWA dataset.

The authors in (Sghaier and Elfaki, 2021) present an
efficient technique for human face occlusion detection
and extraction. They extract three types of occlusions
using artificial intelligence techniques consisting of a
Viola-Jones algorithm based on Vision Cascade De-
tector and combined two performance methods: fuzzy
C-means method and filters and morphological opera-
tions. This is done to boost the efficiency of face recog-
nition systems. They divide occlusions into three cat-
egories: beard, moustache, and eyeglasses and use the
Faces94 (“Face Recognition Data” n.d.) and CMU-PIE
(Gross et al., 2008) datasets. The authors were able to
achieve 100% accuracy with both the FCM method and
Morphological operations on the Faces94 dataset, and
a 99% accuracy with both on the CMU-PIE dataset.

Other approaches are more focused on facial hair
segmentation such as the authors of (Le, Luu, Seshadri,
et al., 2012) which present a novel system for beard and
moustache detection and segmentation in challenging
facial images. They use pre-processes images using
the self-quotient algorithm and then use a sparse classi-
fier to detect and segment regions containing facial hair
from the MBGC, color FERET databases (Phillips et
al., 1997). Facial hair is classified into two categories:
beard and moustache. The authors are able to achieve
96.2% accuracy on beards, and 98.8% accuracy on
moustaches on the MBGC dataset and 95.8% accuracy
on beards, and 97.0% accuracy on moustaches on the
color FERET dataset.

Some approaches combine both facial hair detection
and facial hair segmentation like in (Ubaid et al., 2022)
where the authors present an efficient state-of-the-art
system for beard and hair detection and segmentation
for changing color in challenging facial images based
on a modified version of a Mask R-CNN model. They
create their own dataset of 1 500 images which are
equally divided into both hair and beard images. In
the experiment phase, the authors were able to achieve
a final accuracy of 91.2%.

The authors in (Le, Luu, Zhu, et al., 2017) present
a robust, fully automatic, and semi-self-training sys-
tem to detect and segment facial beard/moustache si-
multaneously in challenging facial images. The au-
thors use the superpixel together with a combination
of two classifiers, Random Ferns (rFerns) and Sup-
port Vector Machines (SVM) to obtain good classifi-
cation performance as well as improve time efficiency.
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They divide facial hair into three categories: facial hair,
non-facial hair (male), and non-facial hair (female).
In the end, they propose a facial hair detection algo-
rithm and test it on the Multiple Biometric Grand Chal-
lenge (MBGC) (“Multiple Biometric Grand Challenge
(MBGC) Presentations” 2010) and FERET (Phillips et
al., 1997). They achieve the highest accuracy on the
MBGC dataset with an accuracy of 88.5% for facial
hair, 91% for non-facial hair (male), and 90.8% for
non-facial hair (female), and the lowest accuracy on the
FERET dataset with 85.1% for facial hair and 84.5%
for non-facial hair (female), and the lowest accuracy
for non-facial hair (male) was achieved on the PINEL-
LAS dataset with 84.2%.

Among different deep learning models, Mo-
bileNetV2 architecture has emerged as a choice in
different computer vision tasks such as face recogni-
tion, face mask detection and similar. Leveraging its
streamlined structure, MobileNetV2 demonstrates ex-
ceptional prowess in accurately and rapidly discern-
ing facial features, while optimizing the resources
necessary for training and testing. The authors in
(Almghraby and Elnady*, 2021) use mobilenetv2 and
transfer learning for real-time mask detection. They
used stochastic gradient descent (SGD) for optimiza-
tion with 12 epochs in each experiment, a learning rate
of 0.001, and a momentum of 0.85. They were able
to achieve 99% training and 98% validation accuracy.
Similarly the authors in (Kumar and Bansal, 2023)
present their approach for mask detection on photos
and video images using Caffe-MobileNetV2 transfer
learning. They used the MobileNetV2 mask identifi-
cation and added five different layers to the pre-trained
MobileNetV2 architecture. They achieved an accuracy
of 99.64% on photos.

The authors in (Huu et al., 2022) propose
a model capable of distinguishing between
masked and nonmasked faces using deep learn-
ing (DL)—MobileNetV2. The authors used Retina
Face as their face detector model, next they used
MaskTheFace to modify their dataset and finally they
trained MobileNetV2. They were able to achieve an
accuracy of up to 99.37%. In (Narduzzi et al., 2022)
the authors focus on the adaptation of MobileNetV2
for the purpose of face detection on ultra-low power
platforms. They used Tiny-Face as a starting point and
computed a set of canonical bounding boxes derived
by clustering them into 25 different sizes. Detection
results were obtained after applying non-maximum
suppression (NMS). MobileNetV2 was adapted to a
fully convolutional architecture, and two breakpoints
and three outputs were used. They concluded that
MobileNetV2 can successfully be applied as an
alternative to classical machine learning methods for
embedded face detection.

Add
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input
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Figure 1: Convolutional blocks of MobileNetV2 (San-
dler et al., 2018)

3 Network Architecture

The artificial neural network architecture used in the
process of this research is a version of the Mo-
bileNetV2 convolutional neural network (Sandler et al.,
2018). This particular architecture was chosen for its
provided benefit in terms of low resource consumption
during the training and testing processes. Lower re-
source consumption is the result of a trade-off in the
manner of a reduced number of input parameters, lead-
ing to a higher efficiency score.

The basic building block of MobileNetV2 is "a
bottleneck depth-separable convolution with residuals"
(Sandler et al., 2018) (illustrated in Figure 1). The first
layer of the model is a fully convolutional layer with
32 filters. 19 bottleneck residual layers follow it. The
most prominently used activation function is ReLU6
(Howard et al., 2017), a modified rectified linear unit
with the constrained maximum activation size of 6, pri-
marily for the robustness it provides. A constant expan-
sion rate is present in every layer, excluding the first
layer. The utilised optimizer was AdamOptimizer (Ta-
ble 1).

Table 1: CNN architecture hyperparameters

Hyperparameter Value
Batch size 32

Activation function ReLu6 and SoftMax
Loss function binary cross entropy

Optimizer AdamOptimizer
Learning rate 0.0001

Dropout 0.6
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4 Experiments

4.1 Dataset
The dataset selected for this research is Flickr-Faces-
HQ Dataset. This image dataset exhibits a substantial
variation in terms of the faces it comprises. It encom-
passes individuals from different age groups, ethnici-
ties, and backgrounds, thus offering a diverse represen-
tation. Moreover, the dataset also contains numerous
images featuring faces adorned with accessories like
glasses, sunglasses, hats, caps, and similar items. The
presence of such accessories adds an additional level
of complexity and diversity to the dataset, making it
suitable for studying and developing algorithms that
can effectively handle and recognize various facial at-
tributes and accessories. The images are taken from
the Flickr page and automatically aligned and cropped
(Karras et al., 2018). The dataset contains more than
70 000 images with different resolutions. In this paper,
a resolution of 128x128 pixels was chosen because it
proved to be sufficient for the goal of the paper and
manageable using available computer resources.

The selected dataset does not have labels for mous-
taches in images, so in order to train the neural net-
work, the dataset has been manually divided into two
parts. The first part consists of images without mous-
taches and the second part of 6 954 images with mous-
taches (Figure 2). For images without moustaches,
a randomly selected subset of 7 060 images without
moustaches was selected to create a balanced dataset.

Figure 2: Examples of images with moustaches

The end results is the dataset with two subfolders
corresponding to the classes necessary, one with mous-
tache (49,62%) and one without moustache (50,38%).

4.2 Training and Validation
In order to train and later test the results of the network
for moustache detection, the holdout method is used
where 80% of images in each class is used for training
and 20% for testing. The network was pretrained on
ImageNet dataset and the provided weights are used
for transfer learning to moustache detection. The lower
part of the network is freezed and only the top of the
network is trained with the training part of the dataset
described in previous section.

To further increase the accuracy and reduce losses,
artificial data augmentation is used to increases the di-
versity of the data available for model training without
having to collect new data. Image cropping, rotating,
shearing and horizontal flipping is used, which resulted
with 17 500 images in the training set.

The network was trained on the machine whose main
features are: processor - AMD Ryzen 7 3800X, graph-
ics card - Nvidia GTX 1060 6 GB and RAM - 32 GB.
CNNs were trained using a graphics card. Libraries
on which neural networks are based and which are
the basis of this paper are OpenCV (OpenCV, 2022),
Keras (Keras 2022), TensorFlow (TensorFlow 2022)
and scikit-learn (scikit-learn 2022).

In order to train the network, different hyperparam-
eter values, shown in Table 1, have been utilized and
the best results have been obtained by using learning
rate of 0.0001, batch size of 32, dropout rate of 0.6 and
training on 100 epochs. The training and validation re-
sults can be seen in Figure 3.

Figure 3: Training Loss and Accuracy

4.3 Testing and Results
As mentioned in the previous section, 20% of the
dataset is used to test the model performance, while
80% of dataset has been used for training and valida-
tion. During the network validation, the accuracy was
calculated, but accuracy is not always sufficient, espe-
cially if we are dealing with an unbalanced dataset. To
this end, a comprehensive testing and creation of a con-
fusion matrix has been done from which Precision, Re-
call, Accuracy and F1-score measures were calculated.

Information concerning actual and predicted classi-
fications made by a classification system is contained
in the confusion matrix. The data in the matrix is fre-
quently used to evaluate the performance of such sys-
tems.

Precision is the proportion of positive cases that
were correctly identified (Pedregosa et al., 2011):

Precision =
TP

TP + FP
. (1)
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Table 2: General Confusion matrix (Pedregosa et al.,
2011)

Predict Class 1 Predict Class 2
Actual Class 1 TP FN
Actual Class 2 FP TN

Recall is the proportion of actual positive cases
which are correctly identified (Pedregosa et al., 2011):

Recall =
TP

TP + FN
. (2)

Accuracy is the proportion of all cases that were cor-
rectly identified (Pedregosa et al., 2011):

Accuracy =
TP + TN

TP + TN + FP + FN
. (3)

F1-score is a harmonic mean of Precision and Re-
call, calculated as (Pedregosa et al., 2011):

F1-score = 2 ∗ Precision ∗Recall

Precision+Recall
. (4)

Table 3 shows the testing results for the proposed
approach and the examples of moustache detection can
be seen in Figure 4.

Table 3: Test results

Precision Recall F1-score
Moustache 0.87 0.90 0.89

No moustache 0.91 0.87 0.89

Overall Accuracy 0.89

Figure 4: Examples of moustache detection

The results achieved within the context of this study
cannot be directly compared with prevailing state-of-
the-art achievements. This divergence emanates pri-
marily from the datasets employed and the categories
used for classification. Most datasets used in litera-
ture are private datasets or parts of the publicly avail-
able dataset are used without specification which parts
or how many images. It is essential to underscore
that a definitive, universally acknowledged benchmark
dataset for facilitating direct comparisons of mous-
tache detection outcomes, has not yet been established

within the scientific community. Presently, a conspic-
uous gap exists in the domain of moustache detection
evaluations, largely due to the scarcity of a standard-
ized dataset that engenders a level playing field for
comprehensive result assessment. An inherent predica-
ment pertains to the prevalent datasets, often character-
ized by a notable class imbalance, wherein the number
of non-moustache images significantly outweighs their
moustache-bearing counterparts. This skewed distribu-
tion invariably renders conventional accuracy metrics
insufficient for performance evaluation.

5 Conclusion
In this paper, we have provided an overview of the cur-
rent state of the art in the field of moustache detection.
Additionally, we have presented a solution that applies
deep transfer learning techniques for detecting face im-
ages with moustaches. We have employed a version
of the MobileNetV2 convolutional neural network and
Flickr-Faces-HQ Dataset with a large variation of faces
of different ages, ethnicities, backgrounds, and faces
with accessories. We used the holdout method for
training and testing our model. Specifically, we di-
vided the dataset into two parts: 80% of the images
from each class were utilized for training, while the re-
maining 20% were reserved for testing and evaluating
the performance of the model. The network was pre-
trained on ImageNet dataset, and the weights provided
were used in transfer learning for moustache detection.

For this research, a new balanced dataset specifically
designed for moustache detection was created. This
dataset was used to train and test the model in order to
evaluate its performance. The evaluation of the model’s
performance was reported in Section 4, focusing on
precision, recall, accuracy and F1-score as the perfor-
mance metrics.

Deep transfer learning showed to be a promising
technique for detecting moustaches on face images,
where by leveraging the knowledge learned from large
datasets of face images, it could improve the accu-
racy of moustache detection, even in challenging con-
ditions. Future research in this area should focus on
improving the accuracy and robustness of deep transfer
learning algorithms for moustache detection, as well as
exploring new applications of moustache detection in
various fields.
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