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Abstract. In recent years, there have been significant
advances in artificial intelligence (AI) research.
However, not everyone can benefit from these ad-
vancements because it requires a significant amount of
expertise to apply them. The concept of democratizing
AI, known as AI democratization, aims to make AI
accessible to everyone. One exciting development in
this field is the shift from a model-first to a data-first
approach. Previously, the focus was on building and
training complex models, which required a high level
of expertise. However, new high-level frameworks
have drastically simplified the process, making it
possible to create machine learning (ML) models
based on data descriptions automatically. This has
paved the way for data-first AI, where the focus is on
the data engineering rather than model creation. The
next logical step in this progression is a human-first
approach to AI. By simplifying the process of creating
ML models even further and leveraging the insights
gained from data-first AI, we can make AI accessible
to a even broader range of users. We underpin our
theoretical considerations with the development of
the Open space for Machine Learning (Os4ML)
platform and summarize our achievments so far in
this endeavor. Our approach has the potential to
significantly lower the barrier to entry for using AI
and to accelerate AI adoption across a wide range of
industries and domains.

Keywords. Human-first AI, data-first AI, Artificial In-
telligence, AutoML, No-Code ML, Low-Code ML

1 Introduction
The field of artificial intelligence (AI) has seen tremen-
dous progress, with the potential for AI to be helpful in
many different areas ("The AI Index Report", 2023).
However, due to the high level of expertise required
and the shortage of AI experts, many fields have not
yet been able to benefit from this technology. To ad-
dress this issue, there has been an increasing focus on
AI democratization, which aims to make AI accessible
to as many users as possible (Allen et al., 2019). The
goal of AI democratization is to empower individuals
who lack expertise in the field to leverage AI for their

Figure 1: In order to advance from data-first AI to
human-first AI, it is imperative to provide users with
a no-code ML solution, make it available as a service,
and ensure complete transparency throughout the de-
velopment process.

own benefit and to bring the benefits of AI to a wider
audience.

One approach that has emerged in this context is
data-first AI, also known as data-centric AI (Zha et al.,
2023, "Data-centric Artificial Intelligence: A Survey").
Unlike traditional approaches that focused on design-
ing complex ML models, data-first AI emphasiszes the
importance of optimizing both the data’s quality and
quantity. Once high-quality data is obtained, low-code
tools can be used to create ML models (Cabot, 2020).
This approach has shown promising results, as it can
lead to better accuracy and more robust models.

The data-first approach significantly reduces the
need for AI expertise, but some level of technical
knowledge is still required. To further democratize AI,
the next step is to move towards human-first AI, which
aims to make access to AI even easier. In this article,
we will first discuss the data-first approach to AI and
then explain how we can build human-first AI from it.
Specifically, we will focus on three key components,
as illustrated in Figure 1. First, we need to reduce the
required coding effort even further and move from low-
code to no-code ML. Second, we need to make access
to this AI easier by offering it as a service. Third, the
entire process needs to be transparent and trustworthy.
Throughout this article, we will delve into each of these
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components in detail. Finally, we will introduce our
platform, Open space for Machine Learning, which in-
corporates these components and can help to build ef-
fective AI solutions.

2 Data-first AI

The data-first approach has shifted the focus of ma-
chine learning from designing models to data engi-
neering tasks. This approach represents a significant
improvement over the traditional model-first approach,
which required developers to write low-level ML code
to design models. Over time, higher-level tools and
frameworks have emerged, which provide a more ab-
stract interface for building ML models.

The data-first approach emphasizes the importance
of developing and maintaining high-quality training
data. This includes tasks such as data collection, data
validation, data cleaning and data integration (Whang
et al., 2023). By focusing on these tasks, developers
can ensure that their models are based on accurate, di-
verse, and relevant data, which can improve their per-
formance and accuracy.

In addition to developing the training data, data
maintenance is also essential in the data-first approach.
This includes tasks such as data understanding, data
quality assurance, and data acceleration. Developers
must ensure that the data they are working with is trust-
worthy and reliable, as poor data quality can lead to in-
correct predictions or biased models (Zha et al., 2023,
"Data-centric AI: Perspectives and Challenges").

To create ML models for high-quality data, declar-
ative Machine Learning Frameworks (Molino & Re,
2021) are used. For instance, we can take the PetFinder
dataset (Zhang & Zhang, 2019) as a case study, con-
taining information about animals in a shelter. Figure
2 illustrates an example of a dog (type 1) named Fenny,
five years old, and not adopted for 100 days (Adoption-
Speed 4).

In contrast to the model-first approach, which de-
mands considerable knowledge and experience in ma-
chine learning algorithms and model architecture, the
data-first approach requires expertise in the domain of
the problem. Once the data engineering tasks are com-
pleted, describing the data is sufficient to train ML
models. An description for the PetFinder dataset would
entail the presence of multiple features for each data
point, including an image, a numerical age value, a
string name value, and categorical values indicating the
animal’s type and adoption speed. By providing this
data description, a declarative ML tool can be used to
create an ML model that is tailored to the specific prob-
lem and capable of accurately predicting the adoption
speed. Overall, the data-first approach represents a sig-
nificant advancement in the field of machine learning,
providing a more streamlined and effective way to de-
velop machine learning models.

Figure 2: Example of a pet of the PetFinder (Zhang &
Zhang 2019) dataset. Fenny is a 5-year-old dog (Type
1) that has not been adopted within 100 days (Adop-
tionSpeed 4).

2.1 Ludwig as an example of a declarative
ML framework

Declarative ML frameworks, such as Ludwig (Molino,
Dudin & Miryala, 2019), Overton (Re, 2020), Fastai
(Howard & Gugger 2020), and AutoGluon (Erickson et
al., 2020), allow for the streamlined creation and train-
ing of machine learning models. Ludwig, for example,
employs an Encoder-Combiner-Decoder model, where
inputs are first processed by tailored encoders based on
their data type. The encoded values are then combined
using a combiner, and the decoder is used to make pre-
dictions on the target output. The specific decoder em-
ployed is dependent on the data type of the output fea-
tures. This approach optimizes the model for the given
dataset, resulting in precise and efficient predictions.
Figure 3 shows a possible configuration for training a
Ludwig model for the PetFinder dataset.

Figure 3: An example Ludwig configuration for the
PetFinder dataset. The input and output features are
listed together with some additional training informa-
tion.

2.2 Limitations of the data-first AI ap-
proach

Although the data-first AI approach with its declara-
tive nature simplifies the creation and training of ML
models, a few challenges persist. First, despite reduc-
ing the required coding skills, some degree of coding
is still necessary. Second, installing the framework
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and setting it up to work on specialized hardware, such
as GPUs, requires a certain level of ongoing techni-
cal expertise, which is typically provided as a service
deliverable. Third, some data-first approaches already
provide a high level of transparency by incorporating
open source principles and providing additional mate-
rials, such as explanatory documentation. This inherent
transparency fosters user trust, so it is critical to main-
tain or improve this level of openness to maintain their
confidence in the system. In figure 1, we have illus-
trated our approach to tackle these challenges and shift
from data-first to human-first AI. In the upcoming sec-
tions, we will describe this in detail.

3 Simplified Terminology for
Human-first AI

In order to enhance the accessibility of AI, we con-
sulted with professionals in technical fields who have
limited or no expertise in AI but could benefit from
its usage. Our initial finding was that the terminology
poses a barrier. This means that technicians are un-
familiar with concepts like input and output features,
preprocessing, learning rate, and batch size.

Therefore, our first step was to develop a simplified
vocabulary to discuss how to address the outstanding
challenges of the data-first approach. In Figure 4, we
present this user-friendly language.

Figure 4: Simplified terminology to model AI prob-
lems: A Databag holds some multi-modal data. By
specifing what you want to predict you create a Prob-
lem. A Solver is an abstraction of an ML algorithm and
is used to create a Solution for the Problem.

A Databag is an abstraction of data and its associated
metadata, which we suggest representing using a multi-
modal data format, similar to a table or dataframe (e.g.
Pandas). In this format, each column corresponds to a
specific datatype, and each row represents an entry for
that column. As illustrated in Figure 2, the PetFinder-
Dataset is an excellent example of such a multi-modal
dataset with various columns, including images, nu-
merical, categorical, and string values. However, this
concept can also be applied to represent datasets with
fewer columns, such as image classification datasets,
where only two columns typically exist, the image and
a corresponding categorical label. The multi-modal ap-

proach offers a great abstaction to deal with very dif-
ferent types of data.

To define a Problem on a Databag, one or more
columns can be specified for prediction. For instance,
in an image classification dataset, the label column
would be the output of a typical image classification
task. Similarly, in the PetFinder-Dataset, Adoption-
Speed, represented as a categorical value, would be the
output for a classification task. However, if Adoption-
Speed were represented as the actual days it takes for
a pet to be adopted, the Problem would be a regres-
sion one. Although single-output Problems are more
common, the ability to specify multiple outputs enables
us to model more complex Problems, such as an im-
age classification with two independent labels. With a
textual Databag, can represent various NLP tasks, in-
cluding machine translation and sentiment analysis. In
essence, this straightforward abstraction enables us to
model a wide range of ML problems without needing
specialized terminology for each.

The Solver serves as an abstraction layer for the ML
algorithm that is used to tackle a Problem. It is re-
sponsible for abstracting all the complex elements that
are important for the internals of the specific ML algo-
rithm, such as learning rate and batch size, but are not
relevant for its usage. Its main function is to create and
train an ML model based on the data provided in the
Databag and the defined Problem.

Once the ML model is trained, the resulting data
including the trained model and relevant metrics, are
stored in a Solution. This Solution can then be used to
predict the output columns of the Problem for unseen
data.

By using this terminology, users can benefit from a
user-friendly interface to utilize AI technology without
requiring a deep understanding of the internal work-
ings of the Solver. At the same time, ML experts can
still maintain the necessary flexibility to design and op-
timize ML algorithms according to specific needs and
constraints.

4 Three Pillars of Human-first AI
With this simplified terminology, we can now delve
into how to transition from a data-first approach to a
human-first approach in AI. Figure 1 illustrates three
pillars to achieve this goal.

4.1 No-Code ML
The first pillar aims to shift from a low-code approach
to a no-code approach by providing a user-friendly in-
terface that leverages declarative ML frameworks. By
doing so, users will be able to create and deploy ML
models without the need to write any code.

To achieve this goal, the first step is to create a
Databag. The user interface should support the upload-
ing of data in various formats, including excel, csv, or
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zip files. Once uploaded, the system should automati-
cally inspect the data to determine the appropriate data
types for each column. This information can then be
stored in the Databag for later use.

To define a Problem on this Databag, the user selects
the desired output columns. Based on this the system
can then choose an appropriate Solver, such as a Solver
based on Ludwig (Molino, Dudin & Miryala, 2019),
which can be integrated seamlessly. The input and out-
put sections for the Ludwig Solver can be derived from
the multi-modal data definition of the Databag and the
associated Problem.

The parameters of the training algorithms, also
known as hyperparameters, can be set to appropriate
default values or optimized using more expensive hy-
perparameter optimization strategies, depending on the
available computing power. Examples of such hyper-
parameters include learning rate, batch size and num-
ber of hidden layers in a neural network.

Hyperparameter optimization (HPO) requires less
human interaction and knowledge, but more computa-
tional power (Yu & Zhu, 2020). HPO techniques can
range from simple examples such as random and grid
search to more complex algorithms such as Bayesian
optimization (Mockus, 1972) and Asynchronous Suc-
cessive Halving Algorithm (Li et al., 2020), which have
shown better performance.

This no-code ML solution enables users without
coding skills or technical knowledge to benefit from
AI technology, increasing its accessibility.

4.2 AI as a Service

We have demonstrated the feasibility of creating a no-
code AI system using a data-first approach and simpli-
fied terminology. However, we recognize that the setup
of such a system may still require expert knowledge.
To address this challenge, we propose the development
of a human-first AI platform that offers no-code ML as
a service, with a user interface that abstracts away the
underlying hardware.

To enable scalability, the platform must be deployed
in the cloud. However, we understand that data privacy
and security concerns may arise. To address these con-
cerns, we suggest designing the platform in a way that
allows users to host a private instance of the platform.
This approach provides greater control over their data
and ensures that sensitive information is not accessi-
ble to unauthorized parties. This can be achieved sim-
ply by making the deployment scripts for the platform
readily available to users.

By implementing a hybrid approach that includes a
public instance and an option for users to self-host the
platform, we can address these two critical issues.

4.3 Transparency
In the previous section, we emphasized the importance
of making the platform deployment accessible to users.
However, this is just the first step towards transparency
and trust in the technology. Transparency goes beyond
deployment and includes making the entire platform
accessible and understandable to users, independent
experts, and other stakeholders. This is particularly
important as artificial intelligence is often perceived as
an incomprehensible and esoteric technology by non-
experts.

By publicly sharing the platform’s source code, we
provide independent experts with the ability to scruti-
nize and monitor its internal workings, which enhances
the platform’s credibility. Furthermore, it allows users
to gain a deeper understanding of the technology’s
mechanisms, leading to increased adoption and better
outcomes. Thus, open-sourcing the platform is a fun-
damental step towards fostering widespread acceptance
and trust in the technology.

In addition to the benefits of increased transparency
and trust, open-sourcing the platform also facilitates
collaboration among developers and the wider com-
munity. By making the source code available to oth-
ers, developers can work together to identify and fix is-
sues, implement new features, and enhance the overall
functionality of the platform. This collaboration can
result in more rapid development and deployment of
new features, which in turn can lead to a more robust
and adaptable platform. Therefore, open-sourcing the
platform not only fosters trust and understanding, but
also encourages innovation and community-driven im-
provement, making it a vital step towards creating a
truly successful and impactful technology.

In the quest to increase trust and transparency in
the technology, open-sourcing the platform is an im-
portant first step. In addition, utilizing explainable AI
represents another promising approach. By leveraging
explainable AI, the internal workings of ML models
become more understandable to users, resulting in a
greater level of transparency. This, in turn, can increase
user confidence in the technology and encourage adop-
tion. Therefore, incorporating explainable AI into the
platform’s development improves the overall trustwor-
thiness and user-friendliness of the technology.

5 Comparison of existing AutoML
Tools

In table 1 you can see a comparison of existing Au-
toML tools (Calefato et al., 2023). We have updated
the entry for Ludwig (XAI features are already avail-
able in the codebase) and added additional rows for
Orange Data Mining, KNIME Analytics Platform and
Os4ML.

Automated machine learning (AutoML) aims to
streamline the entire ML pipeline, encompassing tasks
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Tool Infrastruct. Solution Data types Preparation Analysis Dissemination XAI
Data clean. Data label. Feat. engin. Model train. Model eval. Model deploy. Model monitor.

AutoGluon* On prem. API img, tab, txt Y N Y Y Y N N N
AutoGoal* On prem. API, CLI img, tab, txt N? N Y? Y Y N N N
AutoKeras* On prem. API img, tab, txt Y? N Y? Y Y N N N

Amazon SageMaker AutoPilot Cloud API, Web img, tab, txt Y Y Y Y Y Y Y Y
BigML Cloud API, Web img, tab, txt Y N Y Y Y Y Y Y

DataRobot AI Cloud Cloud API, Web img, tab, txt Y Y Y Y Y Y Y Y
Google Vertex AI Cloud API, Web img, tab, txt Y Y Y Y Y Y Y Y
H20 Driverless AI Cloud, on prem. API, Web img, tab, txt Y Y Y Y Y Y Y Y

IBM Watson AutoAI Cloud API, Web img, tab, txt Y N Y Y Y Y Y Y
Ludwig AI AutoML* On prem. API, CLI img, tab, txt Y? N Y Y Y Y N Y?
MS Azure AutoML Cloud API, Web img, tab, txt Y Y Y Y Y Y Y Y
Rapid Miner Studio On prem. Desktop img, tab, txt Y N Y Y Y Y Y N

Orange Data Mining* On prem. API, Desktop img, tab, txt Y N Y Y Y N N Y
KNIME Analytics Platform* On prem. Desktop img, tab, txt Y N Y Y Y N N Y

Os4ML* Cloud, on prem. API, Web img, tab, txt Y (Y) Y Y Y (Y) (Y) (Y)

Table 1: Table is taken from (Calefato et al., 2023), the Ludwig entry is updated and the Orange Data Mining,
KNIME Analytics Platform and Os4ML entries are added. All open source tools are marked with a * behind the
name in the first column. Y? means that the feature was present in the code, but not in the documentation. N?
means that is was present in the documentation, but not in the code. Features, that are currently under development,
are marked with (Y).

like data preparation, data analysis, and model gener-
ation (He et al., 2021). However, unlike the human-
first AI approach, its primary focus is not merely on
reducing the technical expertise required to use these
tools. Contrary to the notion that "automated" implies
a no-code solution like the introduced human-first AI
approach, AutoML tools can still demand considerable
technical expertise to set up and operate. Take Lud-
wig for example, as mentioned in section 2.1, it simpli-
fies certain aspects of the ML pipeline, but users still
need significant technical knowledge to utilize its API
or CLI interface effectively.

Therefore, it is essential to recognize that human-
first AI encompasses more than just AutoML. Besides
automating the ML pipeline, human-first AI is dedi-
cated to making the entire process accessible through
a simple, no-code interface that can be accessed as a
service.

To our knowledge, Os4ML is currently the only
tool that provides a no-code web interface, supports
both cloud and on-premise infrastructures, and remains
open source. This unique combination makes Os4ML
an outstanding solution in the field of human-first AI.
In the following section we will look at the details of
Os4ML.

6 The Open space for Machine
Learning Platform

We are excited to provide an update on the progress of
the Open space for Machine Learning (Os4ML) plat-
form, which represents our commitment to human-first
AI. We have achieved significant milestones in the de-
velopment of the platform, including the successful im-
plementation of a frontend with our proposed terminol-
ogy and the integration of a Ludwig Solver, as outlined
in section 4.1.

To illustrate, let’s consider the PetFinder Dataset.
Creating a Databag for this dataset is a seamless pro-
cess. All you need to do is upload your data in one of

our supported formats, such as an excel file with tabular
data and a zip file containing images, onto our system.
Our platform automatically detects the datatype of each
column, although you can adjust the selection if neces-
sary. Once you’ve selected the output column, simply
choose a Solver (currently, only the Ludwig Solver is
available, but we plan to add more options in the future)
and let the platform train your ML model.

Once the training process is finished, you have the
freedom to either download the model in the onnx for-
mat ("Open Neural Network Exchange", 2023) or di-
rectly upload new, unseen data for prediction. As we
look ahead, we are actively enhancing the platform’s
capabilities to allow you to serve the model and grant
straightforward access to it via API. This feature will
enable you to seamlessly incorporate the model into
your current systems, unlocking its full potential for
your business or organization.

Additionally, we are proud to offer our platform to
the public through a public instance1 than can handle
the high scalability demands of a cutting-edge AI plat-
form. Moreover, in line with our commitment to trans-
parency and openness, we have made the platform’s
deployment scripts publicly available along with the
complete codebase of the platform2. These efforts re-
flect our dedication to create a trustworthy and accessi-
ble platform, and we look forward to continue to build
on this initial progress to achieve our goals.

Although the integration of explainable AI into the
human-first AI approach holds great promise for in-
creasing transparency and trust in the technology, it is
still an area that requires further research and develop-
ment. We acknowledge that there is still much work to
be done in this regard, and we remain committed to ex-
plore this avenue in future efforts. We will continue to
report on our progress as we work towards incorporat-
ing explainable AI into our platform, with the ultimate
goal of creating a technology that is both trustworthy
and user-friendly.

1https://www.os4ml.com/
2https://github.com/WOGRA-AG/Os4ML
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7 A Vision for the Future: Chatbot
Interface

The emergence of large language models and chat
systems (Fan et al., 2023), such as the GPT models
(Eloundou et al., 2023), has opened up exciting pos-
sibilities for user interface design. We propose a vi-
sion for leveraging such systems as an interface to the
Os4ML platform. However, it is important to acknowl-
edge that this is a rapidly evolving field and the ideas
presented here are intended to spark further discussion
and exploration rather than to offer a definitive solu-
tion.

By leveraging a chat system, such as a standalone
Os4ML chatbot or a plugin for an existing system like
ChatGPT ("Chat Plugins", 2023), users can easily de-
scribe their data in natural language. The system would
then automatically convert the data into a format com-
patible with Os4ML. If the user has not specified out-
puts, they would be prompted to do so. Once the Prob-
lem is defined, a Solver could be utilized to generate
a Solution. The final model would be presented to
the user in the same way as with traditional user inter-
faces, providing options to download the model, access
it through API, or directly upload new data for evalua-
tion.

A good starting point for this can be the GPT4All
project, which provides a chatbot that is privacy aware
and uses minimal computing ressources (Anand et al.,
2023).

Utilizing a chat system as the user interface for the
Os4ML platform offers several advantages over a tra-
ditional interface. Firstly, users can input information
using natural language through various methods such
as typing or speech-to-text tools like whisper (Radford
et al., 2022), making the platform more accessible to
users with varying preferences and abilities. Secondly,
the chat system can automatically format data to the
Os4ML standard, relieving users from the need to learn
how to format data themselves.

Moreover, the simplicity of natural language makes
it one of the easiest user interfaces, ensuring that the
platform is user-friendly and easy to use for everyone.
An additional benefit of using a chat system is that
users can receive immediate answers to their questions,
eliminating the need to search through documentation
and enabling them to obtain the information they need
quickly and efficiently.

In summary, the chat system streamlines the inter-
face, making it more flexible and accessible for all
users, while also simplifying the process of data for-
matting and enabling users to receive real-time support.

8 Summary & Outlook

In this article, we have demonstrated how the princi-
ples of data-first AI can be leveraged to create human-

first AI. Our approach involved building a no-code ML
solution around the data-first AI, offering it as a ser-
vice, and making the codebase open source to promote
transparency and collaboration. The Open space for
Machine Learning platform represents a practical ex-
ample of our approach in action.

As we look ahead, our focus remains steadfast on
the continued development of our platform, with the
goal of making AI more accessible to a broader range
of users. We are thrilled to witness how users uti-
lize our platform and how this influences their work.
Through our efforts, we strive to empower individuals
with the tools they need to realize their full potential
and achieve their goals.
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