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Abstract. The human need for organization has always 

existed, but due to the ever-increasing generation of 

digital records, it is becoming almost necessary. With 

the development of information technologies, the use 

and application of various machine learning methods 

in the processing of natural language is becoming 

more widespread. In this paper we will give an 

overview of methods of topic modelling and sentiment 

analysis as well as approaches in processing of 

documents needed for their application. These two 

tasks of natural language processing are naturally 

related in the problem of identification of sentiments in 

the topics automatically extracted from the collection 

of observed documents.  
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1 Introduction 

With the development and availability of the Internet, 

large amounts of information, i.e. digital records, are 

being created. Such records include various online 

publications, portals, blogs, forums, social networks, 

streaming sites, public administration data, company 

data, various databases, and the like. Timeliness and 

easy availability with the possibility of open and free 

use provide readers with access to a large and diverse 

amount of information. Metadata processing can help 

structure available records, but their large number and 

unstructuredness, often make this challenge 

impossible. 

 The availability of computer systems and 

information technologies with the application of 

natural language processing methods enable a 

significant shift in the speed and quality of processing 

text sets of data by various statistical methods, as well 

as machine and deep learning methods. Thus, methods 

of topic modelling and sentiment analysis can be used 

to identify and structure textual content.  

 Topic modelling is a data mining task of 

discovering topics that appear in the observed set of 

documents (Blei et al., 2003). The basic approach 

involves machine learning to group similar topics, 

often through various lexicons that define affiliation to 

a particular topic. Probabilistic methods of 

unsupervised machine learning have also been widely 

implemented to find hidden topics in electronic 

publications. 

 Computer sentiment analysis, also known as 

“opinion mining”, is an area of text mining that 

analyzes human opinions, sentiments, attitudes, and 

emotions toward entities such as products, services, 

organizations, individuals, events, topics, and their 

attributes (Pang and Lee, 2008). There are several 

approaches to sentiment analysis but the most common 

is the approach in which the text is labeled as positive 

or negative. Sentiment classification can be either a 

binary or a multi-class problem. Binary sentiment 

analysis is the classification of texts into positive and 

negative classes, while multi-class sentiment analysis 

focuses on classifying data into fine-grained labels or 

multi-level intensities. (Minaee et al., 2021). 

 Topic modelling, as well as sentiment analysis, 

attracted researchers from academia and industry, and 

this paper will provide an overview of the methods 

used in this area. 

2 Literature review 

Topic modelling as well as sentiment analysis are well-

studied methods in the last decade, as evidenced by the 

large increase in results in the past period. Based on 

searches of Ebsco, Scopus and Web of Science 

databases by keywords “topic modelling”, “sentiment 

analysis” and combinations of words “topic 

modelling” and “sentiment analysis”, a large increase 

in publication of scientific papers related to these 

topics can be observed in the period from 2012 and 

later compared to the period before 2012 (Table 1.). 

Particularly, huge increase can be observed for the 

topic of sentiment analysis and application of topic 

modelling methods for it. The reasons for this can be 

found in the greater availability of computer systems 

and information technologies, as well as in the fact that 

technological development has enabled complex or 
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extensive computer tasks to be processed in a shorter 

time. Furthermore, increasingly diverse areas of 

application and promising results are of growing 

interest to researchers and to the industry. 

 With the aim of analyzing methods for topic 

modelling and sentiment analysis of electronic 

publications, the results of the last six years of articles 

covering the above keywords were isolated and 313 

articles in English were filtered for further analysis. A 

review of the results shows domination of health-

related topics, mostly related to COVID-19, while 

topics before COVID-19 were mostly related to the oil 

and financial sector. Considering that COVID-19 was 

an integral part of the daily life of a large part of the 

world's population in the past period, it is 

understandable to observe its impact from all aspects 

(from health to economy). 

 

Table 1. Statistics for database search 

 

Query Period 
Database 

Ebsco Scopus 
Web of 

Science 

Topic 

modelling 

<2012 8,091 27,891 192,212 

2012-

2022 
12,575 52,192 384,245 

Sentiment 

analysis 

<2012 2,239 2,186 1,175 

2012-

2022 
15,800 26,850 23,898 

Topic 

modelling 

and  

sentiment 

analysis 

<2012 183 38 28 

2012-

2022 
986 1,454 2,976 

 

 Looking at data sources, most of them are data from 

the social network Twitter and specialized databases or 

other electronic publication. The reasons for using 

Twitter as a source of data is in the fact that it is one of 

the most used social networks, which also allows easy 

and open access to data.  

 For further analysis of articles relevant to topic 

modelling and sentiment analysis, based on the reading 

of abstracts, 60 papers were selected, i.e. 45 of them 

remained after reading the whole paper. An analysis of 

the selected papers with an overview of type of textual 

documents and their amount used, text preprocessing 

methods and the methods used for topic modelling and 

sentiment analysis are shown in Table 2. The column 

that describes the data sets used contains two values, 

“article” and “post”. “Article” includes text documents 

with longer content such as publicly available articles, 

blogs, financial or media reports and reviews, while 

“post” means shorter messages such as posts on social 

networks or comments on articles. 

3 Discussion 

Topic modelling as well as sentiment analysis are 

confirmed as very current topics. Research shows that 

it attracts researchers from all over the world to 

understand the events around them. Research related to 

COVID-19 dominates thematically, but the observed 

aspects of the impact of COVID-19 are very diverse. 

Thus, topics related to crisis and health communication 

during the pandemic, as well as topics related to fears 

and views on vaccination are addressed. Also, 

comparison of communication in the news in relation 

to social networks and analysis of online education 

during a pandemic and the like is being made.  

 In order to select the appropriate research sample, 

when processing “post” data it is noticeable the 

dominance of using Twitter as a source of data with the 

use of filtering by keywords related to the research 

topic. In such processing, samples range from several 

thousand to several million records. When processing 

“article” data, only a few researchers included a very 

large number of publicly available news articles, which 

were not previously filtered on the basis of keywords 

selected according to the area of interest. The 

remaining research used specific reports and records of 

targeted exploration areas such as healthcare or oil.  

  

 
 

Figure 1. Distribution of text preprocesing methods  

 

 Textual records in most research go through a 

preprocessing phase of data. As shown on Figure 1, 

preprocessing often includes removing of stop words, 

URL links, punctuation and special characters, 

duplicate results, and changing uppercase letters to 

lowercase letters.  

 Lemmatization and tokenization are also often 

applied in the preprocessing phase. Lemmatization is 

the operation that maps words into their basic form and 

tokenization is a step that involves recognizing and 

4

6

6

6

10

12

15

18

27

0 10 20 30

Remove duplicates

Word length limitation and

space removal

Stemming

Language and

 keyword filtering

Punctuation removal

URL removal

Special characters and

numbers removal

Lemmatization

STOP words removal

Text preprocessing

372 _____________________________________________________________________________________________________ Proceedings of the Central European Conference on Information and Intelligent Systems 

 
33rd CECIIS, September 21-23, 2022
_____________________________________________________________________________________________________  

Dubrovnik, Croatia



Table 2. Overview of the analyzed papers 

Paper Dataset Preprocessing 
Methods of 

topic modelling 

Methods/lexicons for 

sentiment analysis 

Kim et al. (2015) 
16,189 articles 

7,106,297 posts 

stop words removal, 

Lemmatization 
n-gram LDA PKDE4J  SO-CAL 

Bandhakavi et al. 

(2016) 

13,750 articles 

280,000 posts 
- PMI, sLDA DSEL 

Liu et al. (2017) 1,455,947 posts 
stop words removal, 

Stemming 
DTSA 

Morimoto et al. 

(2017) 
298,205 articles stop words removal MDTM - 

Cerchiello et al. 

(2018) 
553,666 articles 

stop words removal, 

Word length 

limitation 

STM - 

Huang et al. (2018) 21,984 articles 
stop words removal, 

Lemmatization 
LDA VADER 

Li et al. (2018) 6,756 articles stop words removal, 
LDA  

DTM 
Textblob 

Carrera, Berny & 

Jung, Jae-Yoon. 

(2018) 

143,876 posts 

Language filtering, 

Punctuation and stop 

words removal, 

Lemmatization 

LDA Naive Bayes 

Gambino et al. 

(2018) 

17,743 articles 

4,412 posts 

Lemmatization, URL 

and numbers 

removal, 

Binary 

Relevance (BR) 

Naive Bayes, Random 

Forest, SVM 

Tahmassebi et al. 

(2018) 
Article stream 

stop words removal, 

Lemmatization 
LDA SentiWordNet 

Zolnoori et al. 

(2019) 

3,763,737 

articles 

Special characters 

removal, 

Lemmatization, 

Stemming 

TKM VADER 

Xu et al. (2020) 3,715 articles 

Space removal, 

Punctuation, stop 

words removal, 

Lemmatization 

MLbased 

Daou (2020) 1,216,343 posts - 
LDA, 

 NMF, LSA 

VADER 

SentiStrength 

Liu et al. (2020) 7,791 articles 

Remove duplicates, 

stop words removal, 

Stemming 

LDA - 

Valdez et al. (2020) 
86,581,237 

posts 
stop words removal LDA VADER 

Abd-alrazaq et al. 

(2020) 
167,073 posts 

Language filtering, 

Punctuation and stop 

words removal, 

Lemmatization 

LDA Textbloob 

Li et al. (2020) 9,715 articles - DP-Sent-LDA Bi-LSTM 

Muhamedyev, et al. 

(2020) 
804,829 articles - BigARTM BERT 
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Zhou et al. (2020) 2,211 articles 

Numbers removal, 

Punctuation and stop 

words removal, 

Word length 

limitation 

STM DUST 

Chu et al. (2020) 1,040 articles 
Punctuation and stop 

words removal 
LDA 

NRC, Bing,  

AFINN, 

Rudra et al. (2020) 600 articles 
Special characters 

removal 
LDA Naive Bayes 

Shah et al. (2021) 96,234 posts 

URL removal, 

Special characters 

and stop words 

removal, 

Lemmatization 

DTM CrystalFeel 

Yadav et al. (2021) 
12,451,298 

posts 

Special characters 

and URL removal, 

stop words removal, 

Stemming, 

Lemmatization 

LDA 
SentiWordNet 

AFINN 

Melo et al. (2021) 
18,413 articles 

1,597,934 posts 

URL removal, 

Special characters, 

Punctuation and stop 

words removal, 

Lemmatization, 

Stemming 

LDA VADER 

Monselise et al. 

(2021) 
7,948,886 posts 

Remove duplicates, 

URL removal and 

stop words removal, 

Lemmatization 

NMF 
VADER 

BERT 

Lyu et al. (2021) 227,840 posts 

Remove duplicates, 

URL and stop words 

removal, 

Lemmatization 

LDA NRC 

Zhang (2021) 404 articles stop words removal LDA LSD 

Cheng et al. (2021) 800,000 posts - LDA VADER, NER, RF 

Febro and Catindig 

(2021) 
9,842 articles 

Punctuation, Special 

characters and stop 

words removal 

TKM - 

Ghanem et al. 

(2021) 
747,018 posts 

Keyword filtering, 

Language filtering 
MD-ULM 

Liew and Lee 

(2021) 
672,133 posts 

Space removal, 

Punctuation and stop 

words removal, 

Lemmatization 

STM VADER 

Kuo et al. (2021) 125,570 articles - LDA ANTUSD 

Gerts D et al. 

(2021) 
1,800,000 posts 

URL removal, stop 

words removal 
DTM AFIN 

Yakunin et al. 

(2021) 

1,142,735 

articles 
- LDA 

Word-Net, 

ConceptNet, 

Liu and Huang 

(2021) 
30,789 articles - ODEE VADER 
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Smith and Cipolli, 

(2021). 
8,013 posts 

Space removal, URL 

removal, 

Punctuation, 

Numbers and stop 

words removal 

LDA NRC 

Kregel et al. (2021) 95,000 articles 
URL removal, 

Lemmatization 
LDA SentiWordNet 

Ghasiya et al. 

(2021) 
102,278 articles URL removal top2vec RoBERTa 

van der Veen and 

Bleich (2021) 
15,121 articles - NMF lexicon 

Dornick et al. 

(2021) 
57,921 articles 

Language filtering, 

Special characters 

and numbers 

removal, stop words 

removal, 

Lemmatization 

BERT TextBlob 

Zheng et al. (2022) 315,136 posts 

Remove duplicates, 

Special characters 

and URL removal, 

stop words removal, 

Lemmatization 

LDA LIWC 

Oliveira et al. 

(2022). 
1,700,000 posts 

Special characters 

and numbers 

removal, Word 

length limitation, 

Lemmatization 

LDA RoBERTa 

Waheeb et al. 

(2022) 
853,000 posts - LDA 

VADER, ULMS, 

TextBloob, 

SentiWordNet, TSA 

Idler et al. (2022) 704 articles Keyword filtering STM Sentimentr 

Yin et al. (2022). 75,665 posts 

URL removal, 

Special characters 

and stop words 

removal, 

Punctuation, 

Lemmatization, 

Stemming 

LDA VADER 

separating individual phrases. Stemming is the process 

of reducing words to their word stem or root form. 

Already created packages in R or Python are most often 

used when performing preprocessing.  

 The Latent Dirichlet Allocation (LDA) method 

(Blei et al., 2003) was used in topic modelling in 23/45 

(51%) of the research papers. LDA is a probabilistic 

model with a hierarchical structure for its components, 

which include documents, topics, and words. It 

assumes that a given document is generated from a 

mixture of topics and these topics produce the words in 

the documents according to their probabilistic 

distributions. LDA backtracks and derives the hidden 

topics that create those documents on the basis of the 

statistics of the included words.  

 In addition to the LDA, research also uses methods 

based on LDA, such as Dynamic Topic Modelling 

(DTM) (Blei and Lafferty, 2007), supervised Latent 

Dirichlet Allocation (sLDA) (Blei and McAuliffe, 

2007), Dependency Parsing Sentence Latent Dirichlet 

Allocation (DP-Sent-LDA) (Li, et al., 2018) and Big 

Additive Regularization of Topic Models (BigARTM) 

(Muhamedyev, et al., 2020).  DTM divides data into 

time slices based on the time they were generated. The 

set of topics at each time slice is then assumed to 

evolve from the set of topics at the previous time slice 

using a state space model. The result is an evolving 

probability distribution of words for each topic that 

shows how certain words become more or less 

important over time for the same topic (Gerts D et al., 

2021). In Multiscale Dynamic Topic Model (MDTM), 
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current topic-specific distributions over words are 

assumed to be generated based on the multiscale word 

distributions of the previous epoch. (Iwata T et al., 

2010).  In sLDA, a response variable associated with 

each document is added to LDA. sLDA jointly models 

the documents and the responses, in order to find latent 

topics that will best predict the response variables for 

future unlabeled documents (Blei and McAuliffe, 

2007). The LDA is a kind of bag-of-words model, 

which assumes that the order of words within a 

document does not matter, and different words in one 

sentence are likely to come from different topics. On 

the other hand, Sent-LDA model relaxes the 

assumption of bag-of-words and makes the assumption 

that all words in one sentence are sampled from the 

same topic (Bao and Datta 2014). Redundant words in 

sentences can disturb the effectiveness of discovering 

when using Sent-LDA, so Dependency Parsing (DP) is 

introduced (Li, et al., 2018). DP is a natural language 

processing technology that can reveal the syntactical 

structure of sentences and improves the effectiveness 

of Sent-LDA by removing the redundant words within 

the short text. BigARTM is an open-source library for 

parallel construction of thematic models on large text 

cases whose implementation is based on the additive 

regularization approach (ARTM) (Muhamedyev, et al. 

2020). 

 

 
 

Figure 2. Frequency of usage of topic modelling 

methods used in at least two analysed papers 

 

 As shown on Figure 2., the usage of Structural 

Topic Modelling (STM) (Roberts et al. 2016), Topic 

Keyword Model (TKM) (Schneider and Vlachos, 

2018). and Non-negative Matrix Factorization (NMF) 

(Lee and Seung, 1999) is noticeable. STM uses 

document-level metadata to estimate how the 

prevalence of topics might vary (Roberts et al. 2016). 

TKM considers the word order in a text document for 

topic modelling. TKM links a word to a topic if it or its 

adjacent words have a high association score with the 

topic (Schneider and Vlachos, 2018). NMF is a 

partitioning method that uses nonnegative factorization 

of the term-document matrix of a given corpus (Lee 

and Seung, 1999). 

 When analyzing sentiment, special lexicons are 

often used. All the lexicons and data sets in analyzed 

papers are in English except a few data sets in 

Portuguese (Melo et al., 2021), Arabic (Ghanem et al., 

2021) or Chinese (Liu et al., 2020). Beside 

unsupervised approach of sentiment analysis using 

lexicons, a supervised approach using standard 

classification algorithms such as Naive Bayes and 

Random Forest classifiers is also noticeable. 

 The Valence Aware Dictionary and Sentiment 

Reasoner (VADER) lexicon was used in 11/45 (24%) 

sentiment analyses (Liew, Lee, 2021). To identify key 

sentiment (positive, neutral and negative), VADER 

uses a human-curated lexicon of 7500 emotion-related 

words as well as five human-interpretable rules that 

identify sentiment intensity.  

 

 
 

Figure 3. Frequency of usage of sentiment analysis 

methods/lexicons used in at least two analysed papers 

 

 In addition to VADER, National Research Council 

of Canada Emotion (NRC) (Mohammad and Turney, 

2013), TextBlob, and SentiWordNet lexicons as well 

as BERT (Bidirectional Encoder Representations from 

Transformers) (Devlin et al., 2019) and RoBERTa 

(Robustly Optimized BERT Pretraining Approach) (Y. 

Liu et al., 2019) models were used for sentiment 

analysis (Figure 3). NRC is a sentiment and emotion 

lexicon that contains over 14,000 English words and 

their associations with two sentiments (positive, 

negative) and eight basic emotions: anger, fear, 

anticipation, trust, surprise, sadness, joy, and disgust 

(Mohammad and Turney, 2013). Textblob is a Python 

library which provides a simple API for diving into 

common natural language processing tasks, such as 

sentiment analysis, classification, translation, etc (Li et 

al., 2018), while SentiWordNet was designed to 

support sentiment analysis applications by providing 

an annotation based on three numerical sentiment 

values of positivity, negativity, and neutrality (Kregel 

et al., 2021). BERT is a word representation model that 

uses unannotated text to perform various natural 

language processing tasks such as classification and 

question answering (Devlin et al., 2019). RoBERTa is 

an extension of the original BERT model. Compared to 

BERT, RoBERTa is trained on more data, with longer 

sequences, bigger batches, for a longer time and does 
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not include the next sentence prediction objective 

during pretraining (Y. Liu et al., 2019). 

 Some research that have chosen to approach a 

common model for topic modelling and sentiment 

analysis such as Moroccan Dialect Universal Language 

Model (MD-ULM) (Ghanem et al., 2021), Manifold 

Learning-based model (ML-based) (Oikawa et al. 

2016) and Dynamic Topic-based Sentiment Analysis 

model (DTSA) (Liu et al., 2017) models can be 

highlighted. MD-ULM is pre-trained model on large 

unlabeled corpora, which is fine-tuned using COVID-

19 dataset (Ghanem et al., 2021). Manifold learning 

(ML) is an effective method for nonlinear 

dimensionality reduction (NLDR), whose main 

objective is to discover meaningful low dimensional 

structures hidden in high dimensional data (Oikawa et 

al. 2016). DTSA assumes that topic-based sentimental 

evolution of the current time epoch is influenced by its 

historical sentiment of multiple time slides (Liu et al., 

2017). 

 When evaluating results in the case of topic 

modelling, the most common is the application of 

coherence score (Syed and Spruit, 2017) or cosine 

similarity (Rahutomo et al., 2012). When observing the 

evaluation of sentiment analysis results, it is common 

to use metrics of precision, recall, and F1-score 

measures. Data visualization in most research includes 

tabular and temporal representations. Some research 

uses a “text cloud” to describe topics, which clearly 

shows what the topic covers, while some researchs 

stand out using Social Network Analysis (SNA) 

methods and present their results via a network graph. 

4 Conclusion 

Topic modelling is a challenging area that provides 

insight into structure of data in electronic media and 

enables identification of sentiments present in the data. 

Although models such as the LDA have long been 

present in the scientific community and have been well 

studied, their dominant use confirms that they serve 

their purpose in determining the topics of text 

documents. Other models, although not necessarily 

new, are used to a lesser extent. 

While the topic modelling task is independent of 

the language, language is important when analyzing 

sentiment. Most of the observed research determined 

sentiment with the help of one of the lexicons, i.e. 

words associated to the sentiment. As the words 

themselves have a different spelling in different 

languages, to determine sentiment, it is necessary to 

have a lexicon. This is the reason why English, as the 

most common language, was covered in most of the 

research. The frequency of using VADER lexicons is 

noticeable, but the diversity of lexicons tells us that 

there are still many different options that researchers 

are experimenting with. In addition to the lexicon 

approach, there are also models based on machine 

learning with the “gold standard” as well as pre-trained 

BERT models, which will be proven in future research. 

The most often used methods of machine and deep 

learning, as well as the amount and types of 

dictionaries that exist on different natural languages, 

will be part of future research. 
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